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We study the space P of all polynomial functions on the complex cone 

Kn = ( 2 = (21", Z n) E (:n .Z2 =Z.f+ ... +Z~ = OJ (n = 3.4 •... ). 

Its subspaces Kl (= K~) of homogeneous polynomials of degree I (= 0.1.2 .. ··) provide a convenient 
realization of the carrier spaces for the symmetric tensor representations of the real orthogonal group 
SO(n). The multiplication operator Z~ (J.L = I ..... n) maps Kl into Kl +1. We define its adjoint as an 
interior differential operator on Kn which maps Kl + 1 into Kl and transforms as an n-vector. We show that 
the lowest order differential operator with this property is proportional to D~=(n/2-I+Z a)a~ 
-(1/2)2;.~. We define a scalar product in P with respect to which the operators Z~ and D~ are Hermitian 
adjoint to each other and consider the Hilbert space completion Kn of P with respect to this scalar 
product. The spaces Kn are imbedded for all n( = 3,4 •... ) in the Fock type spaces Bn. studied earlier 
by Bargmann. The space Kn possesses a reproducing kernel that allows us to define a (unique) harmonic 
extension of every analytic function in Kn. It is shown that the spaces K3 and K. can be imbedded 
isometrically in the Hilbert spaces B2 and B. associated with the representations of SU(2) and SU(2) X SU(2) 
[CSU(4»). 

1. INTRODUCTION AND SUMMARY 

It was recognized since the early days of representa­
tion theory that symmetric tensor representations are 
conveniently described in terms of homogeneous poly­
nomials of a single (complex) vector variable. For ex­
ample, the SU(n)-symmetric (rank r) tensors l/!"'1"''''T 
(a j = 1, ... ,n) are in one-to-one correspondence with 
the homogeneous polynomials (of degree r) 

(1. 1) 

where L;", stands for an r-fold sum over the indices 
ai' ... ,aT (1"" a j "" n). The set of all such polynomials 
is denoted by BT (= B~). 

The rank r symmetric tensor representation ST of 
SU(n) acts as a coordinate transformation on the func­
tions l/!E BT: 

[sr(u) l/!](z) = l/!(u-1z). (1. 2) 

This realization has the following attractive algebraic 
property: The representation space BT1+~ for the sym­
metric tensor product representation ST1<81 ST2 =ST1+T2 is 
spanned by the ordinary products l/!1(z) l/!2(Z) of functions 
l/!j(Z)ES

Tj 
(i=1,2)-no symmetrization is needed. 

The usual SU(n)-covariant scalar product of two 
tensors can be expressed in terms of the polynomials 
(1.1), if we postulate that the monomials 

(1. 3) 

form an orthonormal basis in the space BT. 
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It was previously shown 1,2 that these rules are satisfied 
if we define the scalar product 

(<p, l/!) = J <p(z) l/!(z)dlJ.n(z), 
(1. 4) 

(forz=x+iy, d2z=dxdy) 

in the space B(= Bn) of all entire analytic functions l/!(z) 
satisfying 

(l/!, l/!) < "". (1. 5) 

The Hilbert space B arises naturally in the Fock realiza­
tion of the canonical commutation relations. The point 
is that the operators Zk and a/azk are Hermitian con­
jugate to each other with respect to the scalar product 
(1. 4): 

(<P.,.j) ~~:. M) (i.,. ': ~ ,!.). (1. 6) 

A useful property of the space B is the existence of 
a reproducing kernel (see Ref. 3), the function ewe, 
which satisfies 

1/J(Z) = J eWo1/J(w)dJ.Ln(w) for every 1/JE Bo (1. 7) 

The space B is the (topological) direct sum of the 
spaces Br of irreducible symmetric (rank r) tensor 
representations of SU(n). 

The objective of the present note is to work out a 
similar homogeneous and analytic function technique for 
the symmetric tensor representations of the orthogonal 
group SO(n) (n ~ 3). The technique is applied elsewhere4 

to study the irreducible representations (and intertwin­
ing operators) of the pseudo-orthogonal group 
SO(n+ 1,1). 
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In contrast with the case of SU(n) , an SO(n) sym­
metric tensor j"'1"''''1 is only irreducible if it is trace­
less. There are two related ways to account for this 
tracelessness in the language of homogeneous 
polynomials 

jU;} = 6 j"'1"''''1 1; ••• 1; . (1. 8) 
j.J. /.L 1 /.L z 

Note that symmetric traceless tensors correspond to 
homogeneous harmonic polynomials j (1;), satisfying 

(1. 9) 

Alternatively, we could represent any symmetric trace­
less tensor as the restriction of j (1;) to the complex 
"light cone" 

(1.10) 

The second possibility leads to simpler formulas, as 
illustrated in the discussion of Sec. 2 below. [Compare, 
for example, the expressions in the right-hand sides 
of Eqs. (2.17) and (2.18), which contain the same in­
formation about the underlying symmetric traceless 
tensor.] The algebraic basis for this Simplification is 
again displayed in the realization of the semigroup of 
symmetric tensor representations. The point is that 
the product of two homogeneous polynomial functions 
of degrees l1 and l2 on the cone (1.10) is again a homo­
geneous polynomial on the cone (of degree 11 + 12 ), 

while the product of two harmonic polynomials is not 
necessarily a harmonic polynomiaL 

Let KI (=K~) be the space of all homogeneous poly­
nomial functions of degree l on the cone (1.10). We 
shall consider (in Sec. 3) the graded algebra 

p=p(n< )= ffi KI 
n 1=0 

of all polynomial functions on the cone n<n' 

We define the reducible representation 

(1.11) 

of SO(n) which generates all symmetric tensor rep­
resentations UI, given by the restriction of U to KI: 

The operator of multiplication by (anyone of) the co­
ordinates Z'" is a mapping from KI into KI+1. We define 
Z~ as the suitably normalized lowest order interior 
differential operator D", on the cone n< which maps KI+1 
into KI and behaves under rotation as the Ilth component 
of an n-vector. It is shown that these conditions de­
termine D", uniquely up to an over-all normalization. 
Moreover, the operators Z "" Z: and their commutators 
generate the Lie algebra of a unitary representation of 
the conformal group SO(n, 2), and the normalization of 
Z* is chosen to fit the canonical commutation relation 

(1.12) 

where X"," are the mathematical (anti-Hermitian) gen­
erators of rotations, viz., 

(1. 13a) 
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while 

X=h-l+Zo (Zo=6",Z",0"" h=n/2) (1.13b) 

is the Hermitian generator of rotations in the plane 
(n + 1, n + 2), which plays the role of the physical dilata­
tion generator in the Z -space. (The quantum mechanical 
angular momentum operators would be i X",v') 

We construct (in Sec. 4) a scalar product (j, g) in P 
with respect to which the operators Z'" and Z~ == D", are 
(Hermitian) adjoint to each other. It is shown that in 
the subspace KI this scalar product is proportional to the 
scalar product (1.4) of the harmonic extensions of j 
and g. The construction of Secs. 3 and 4 gives a nat­
ural solution of the quantization problem for the har­
monic oscillator with the constraints Z2 == 0 =Z*2. The 
scalar product (j,g) is defined in terms of a measure 
mn with support in the cone...n<n' The space Kn possesses 
a reproducing kernel 0n(1;, Z) with the following prop­
erty: If j(Z) is any analytic function on n< with finite n 
norm, then the scalar product 

(1.14) 

provides a harmonic extension of j(Z) to the entire com­
plex space ([;n(31;). A covariant isometric mapping of 
K3 into B3 and of K4 into B4 is defined in Sec. 5. 

2. HOMOGENEOUS POL YNOMIALS ON THE 
ISOTROPIC CONE AND THEIR HARMONIC 
EXTENSION 

In this section we shall present a constructive proof 
and some applications of the following classical result. 5 

Let BI be the space of all homogeneous 
polynomials of I; E a;n of degree I and let H I be the sub­
space of homogeneous harmonic polynomials. 

Theorem 201: Every homogeneous polynomial 
j(l;) E BI has a unique expansion of the form 

jU;} = 6 (1;2)kYHk U;) 
O~2k~1 

where Y I - 2k (I;) E H 1-2k' 

(2.1) 

Proof: A basic role in our derivation of (2.1) will be 
played by the Casimir operator 

(2.2) 

of SO(n). It can be expressed in the following way in 
terms of the dilatation generator X = 1;0 + h - 1 [(1.13b)] 
and the Laplacian ~ [(1. 9)]: 

n = ~ - (h - 1)2 _ 1;2 ~ • (2 • 3 ) 

For j E Bm, Xj= (m + h -1)j. On the other hand n com­
mutes with 1;2 because of rotation invariance. It follows 
that 

are eigenfunctions of n in BI, corresponding to the 
eigenvalues WI_2k ' where 

(2.4) 

(2.5) 

It will be shown later that all eigenfunctions of n have 
the form (2.4) [see Eqs. (2.8)-(2.10) belOW]. The 
projection operator on the subspace of functions of the 
form (2.4) (for fixed land k) will be denoted by plk. 

V. Bargmann and I.T. Todorov 1142 



                                                                                                                                    

Lemma 2.2: For each positive integer m ,;; [ l/2] + 1 
mol 

U;2)mt:..m f = n (W
'
•2i - O)f (f EE'). (2.6) 

Joo 

We shall prove the lemma by induction on m. For 
m=l, (2.6) follows immediately from (2.3) and (2.5). 
Assume that it is proven for some m';; [l/2] and apply 
to both sides the operator W

'
_2m - 0, For the left-hand 

side we find 

(1;2)m(W
'
_2m - O)t:..mf= (f)m(1;2t:..)t:..mf 

(since t:..mf EE
'
-2m ). The lemma follows. 

Apply (2.6) to the special caSe m = [l/2] + 1. Then 
2m> 1 and, therefore, t:..mf=O. Hence 

11/21 
n (W

'
_2J - O)f = 0 for fEB'. (2.7) 

j.o 

Thus, the linear operator 0 on B' satisfies an algebraic 
equation with simple roots. Therefore, every f has a 
unique decomposition 

[~/2J 

f= ~ f
k

, (O-W,_Zk)fk=O, f,.=pl"f. (2.8) 
".0 

It follows from (2.8) that the proj ection operator plk 
equals 

pI" = n 0- W,-2J 

O"J"[1/21 W , _2" - W
'
- 2J 

J~" 

Let m,;;(Z/2]. Using (2.6), we find that 

mol 

(2.9) 

(1;2)mt:.. mf m = Kf m' where K = Eo (W
'
_2J - W,_2m ) '" O. 

Thus 

fm=(1;2)mg, gEE' -
2m. (2.10) 

On the other hand, because of (2.8), 

0= (W
'
_2m - Olf m = (1;2)m(W

'
_2m - O)g= (!;2)m+lt:..g. 

Hence t:..g==O, so that g= Y
'
-2m EH ,_2m' This completes 

the proof of Theorem 2.1. 

It is convenient to express the projection operator 
p'O (as well as plk) in a different form. To this end we 
employ the following elementary algebraic identity. 

Lemma 2.3: Let a jV = 0,1, ... ,m) be distinct num­
bers (a I '" a J if i '" j). Consider two sets of polynomials 
¢j(x) and 1/Ij(x) of one variable defined by 

¢O(x) =>Jio(x) == 1, ¢,,(x) = n ~, 
i. l 0' 0 - a i 

'l1,. (x) = A x - a 1-1, k = 1, ... ,m. 
i.lO'o-a j 

Then 

" ¢k(x)=~ 1/IJ(x)' 
J.o 

(2.11) 

(2.12) 

Proof: The lemma is easily verified by induction, 
noticing that 

Proposition 2.4: The projection operator p'O is given 
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by 
[ 1/21 

plO = ~ Y'i(1;2)Jt:..J, (2.13) 
i·O 

where 

(2.14) 

Proof: We apply Lemma 2.3 with ex J = W

'

_2j and m 
= [Z/2]. Then 

" ¢,,(O) = ~ 1/11(0) 
j.o 

and in view of (2.5), (2.6), (2.11) 

'./J (0) = h 0 - W,-2i+2 
i 1.1 W, - W , _21 

= (-1)J<l1 [(z + h _1)2 - (1- 2i + h _1)2]}"1(1;2)i t:..J 
101 

=YIJ(1;2)jt:..J . 

The representation (2.13) now follows from (2.9) by 
setting k=[l/2], since pI0=¢[1/21(0). 

Remark: The projection operators pI" can also be 
written in a Similar fashion. It suffices to notice that 
Eq. (2.9) can be rewritten in the form 

pIR = pl-2",oA" 

where 

(fE B', hence t:.."f E B,-2,,). 

Proposition 2.4 allows us to write down a harmoniC 
extension for any (polynomial) function f{Z) E K' defined 
on the cone IKn [(1 .10)]. Indeed, if fE (I;) is any homo­
geneous polynomial extension of j(Z) (I;E en), then 

Y,(1;)=pIOf
E
W (2.15) 

would provide us with a harmonic extension [since 
Y,(Z)=j(Z) on IKn because Y,o=1 in Eq. (2.14)]. The 
following proposition shows that the result does not de­
pend on the intermediate extension f E • 

Proposition 2.5: Each polynomial f(1;) E K' has a 
unique harmonic extension Y,(1;). 

Proof: Assume that Y' and Y" are two different har­
monic extensions of f. Then the homogeneous harmonic 
polynomial Y = Y' - Y" vanishes on the cone 1K". On the 
other hand, if a polynomial Y vanishes on 1K", it has 
necessarily the form 

y(1:) = 1;2g (1;) , where g(l;) E B '-
2. (2.16) 

We apply to both sides of (2.16) the operator 
[1/2J-1 

n (W I_
2

_2j - 0) 
i·O 

and use (2.7). Since by assumption Y is harmonic, 
we obtain 

II /21-1 
n (W ,_a_2i - w,)Y=O. 
j.o 

Hence Y = O. This completes the uniqueness proof. 

Proposition 2.5 establishes an isomorphism between 
the space K' of polynomial functions on 1K" and the 
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space H 1 of their harmonic extensions. The following 
simple example plays an important part in the 
applications. 

Example 2.6: Let 

f(Z) = (aZ)1 (aZ=6"a"Z,). (2.17) 

The harmonic extension of f is given by 

where OJ(x) is the Gegenbauer polynomial defined as the 
regular solution of the differential equation 

~l-r) d~2 -(2v+1)x d! +l(Z+2V»)C~(x)=0, 
satisfying the normalization condition 

1 dl 

2/(V)1 dx l OJ(x)=1; 

F(Ci ,(3, y;x) is the hypergeometric function. 

To prove (2.18), we apply (2.13) and use the relations 

(,2)'~' (at) 1 = l! (a2 ,2), (a!;)/-2, 
(l-2j)1 ' 

(- i)ll; I), = 4'([ ~ 2j)! . 

3. INTERIOR DIFFERENTIAL OPERATORS ON 
P. THE LIE ALGEBRA GENERATED BY RAISING 
AND LOWERING OPERATORS 

We introduce the notion of an interior differential 
operator on the cone lKn (cL, e.g., Ref. 6). In order 
to keep the discussion on a purely algebraic level, we 
shall only consider (finite order) differential operators 

Q = a(Z) + 6" b" (Z)il" + 6 c""(Z)il,, il" + •. " a" = ~Zil 
~IV v g 

(3.1) 

with polynomial coefficients a(Z), b,,(Z), c",,(Z),···. 
We shall say that Q defines an interior differential op­
erator on lKn' if for every polynomial f(Z) , 

(Q Z2f(Z» I = O. 
Z2.0 

(3.2) 

The interior operators on P form a (complex) algebra 
under addition and multiplication. To verify that if Q1 

and Q2 are interior, then Q1 Q2 is also interior, we 
notice that (3.2) is equivalent to 

(3.2') 

For multiplication by a polynomial a(Z) (i. e., for 
zeroth order differential operators) Eq. (3.2) imposes 
no restriction. The generators of rotations and dilata­
tion (1.13) provide examples of first order interior 
differential operators which leave the spaces K' in­
variant. The most general form of an operator with 
these properties is Q=a+bX+:t"w""x"" where a, b, 
and wI''' are complex numbers and w,," = - w"". The 
multiplication by Z" is the simplest example of a 
raising operator, which maps KI into K,·l. We look for 
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an adjoint lowering operator D", satisfying the following 
conditions: (i) D" is an interior operator which maps 
KI+l into K' (and annihilates ~); (ii) D" behaves as an 
n-vector under rotations; in particular, 

[xA" ,DJ =0),VD" -o""DA; (3.3) 

(iii) D" is the lowest order nontrivial operator satisfy­
ing (0 and (ii). 

Remark: If the variables Z" were independent, i. e .. 
if we did not have the constraint Z2 = 0, then the solu­
tion to our problem would have been proportional to 
il,,(=a/aZ,,). In that caseZ" and D" would satisfy the 
commutation relations of creation and annihilation op­
erators. The solution of the above problem will provide 
a solution of the quantization problem for the oscillator 
Hamiltonian H = i (P2 + l) with constraints p2 -l = 0 
= pq + qp [p = (Pl' •• Pn), q = (ql ••• qn) J. The connection 
between the two problems becomes obvious, if we set 
Z" = (llfZ)(q" - ip,,). Our approach avoids the use of 
nonpolynomial expressions encountered in the conven­
tional procedure7,8; the price is that we introduce from 
the outset the operators a", which do not have a simple 
interpretation in terms of the canonical variables, and 
then express Z: (= D,,) as functions of Z" and a". 

It is easily seen that there is no first order interior 
differential operator which maps KI+l into K'. We shall 
construct the most general second order operator sat­
isfying (i) and (ii) [and hence, also (iii)]. 

The most general second order operator mapping 
K'+l into K' and satisfying the covariance condition (ii) 
is 

D"=ao,, +b(Za)a" +cZ,,~, 

where a, b. and c are complex numbers. The condition 

[D",Z211~2 
L =0 

=2{(a+b+nc)Z" + (b + 2c)Z,Jza) + bZ2 a,,} I 2 =0 
Z .0 

implies a + b + nc = 0 = b + 2c; thus 

D" = b{(h -1 + Za)il" - i Z,,~} = b(Xa" - iZ ,,~). (3.4) 

This is the general solution to our problem. The op­
erators D" commute with each other, and ~ vanishes. 
We have 

(3.5) 

Z2=0, D2=6"D~=0. (3.6) 

We shall choose the normalization 

b=l; (3.7) 

then Z ", D", X""' and X satisfy the commutation rela­
tions (1.12) 

[D",Z"1=Xo".+x",, (3,8) 

[as well as (3.3)] of the conformal Lie algebra so(n,2) 
{cf. ReL 9). The algebra of all interior (polynomial) 
differential operators Q [(3.0] appears as the universal 
enveloping algebraA of so(n, 2). 

The operators D" allow us to write down an alternative 
form of the harmonic extension (2.15) of a homogeneous 
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polynomial j(Z) E KI : 

j(t) 0= l! (h 1_ 1)1 (tD)lj(Z). (3.9) 

Since we have established in Corollary 2,2 the ex­
istence and uniqueness of a harmonic extension, it is 
sufficient to verify (3.9) as an identity for harmonic 
functions on cr'. For these it follows from the simple 
differentiation formula 

t D6j,.1'''''IZ ,0·Z I:: 0001:: 
u "1 Uv uv+l JJ.z 

4. THE HILBERT SPACE Kn. REPRODUCING 
KERNEL AND HARMONIC EXTENSION OF 
ANALYTIC FUNCTIONS ON THE CONE 

(3.10) 

Now we shall construct a scalar product in P such 
that the Hermitian conjugate to the multiplication op­
erator Z,. is given by 

Z!=D,.=Xa,. -~Z,.~. (4.0 

[As a consequence this scalar product will be invari­
ant under the conformal Lie algebra so(n, 2) defined 
above.] 

Proposition 4.1: The SO(n) and dilatation invariant 
scalar product for which the relation (4.0 is valid and 
the function 1 has norm 1, is given by 

(f,g)=I j(Z)g(2)dm,(Z), 

dm,(Z) = p(Z Z)0(Z2)d2, Z, 

(4,2) 

(4.3a) 

p(t) = (2/7r)2h-1[(16t)1-h/ 2/r(h -1)]K
h

_
2
(2v'7), h=~n, 

(4.3b) 

where Kv is the MacDonald Bessel function. The com­
pletion K (=Kn) of P with respect to the scalar product 
topology is a Hilbert space with a reproducing kernel 

1i,(Z, Z') == r(h -1)(Z Z')l-h/ 2Ih_2 (2v'Z 2/) 
(4.4) 

where o~/) are the reproducing kernels of the SO(n) in­
variant subspaces KI of homogeneous polynomials of 
degree 1: 

(4.5) 

Iv is the modified Bessel function of the first kind [and 
(v) I is given in (2.14)]. 

Prooj: We look for an invariant scalar product of the 
type (4.2), (4.3a) [with unknown p(t), I==ZZ] such that 

(ZJ,g) = (j,D,.g). (4.6) 

Integrating the right-hand side by parts, we obtain 

Z ,.p(t)o (22) = [a,. (h + 1 + Za) - ~~Z ,.]p(t)o (Z2) 

= [(a,.x - ~~Z ,.)p(t)]o (Z2) 

==Z)tp" (t) + (h -1)p'(t)]0(Z2). 

1145 J. Math. Phys., Vol. 18, No.6, June 1977 

(4.7) 

Here we have used the complex variable formalism for 
the 0 function (see Gel'fand and Shilov'-°). Thus p sat­
isfies the differential equation 

tp" (t) + (h -1)p'(t) - p(t) =0 (t =Z Z). (4.8) 

According to Ref. 11 every integrable solution is pro­
portional to the expression (4. 3b). This expression is 
positive and so normalized that (1,1) == 1. In fact 

8 fd"Xfd'Y (x2 + y 2
)1-h /2 

7Tn-l r(h - 1) 

= Sn-l , r3h-3K (23/2r)dr=1 22
-

h
/

2 
S f ~ 

IT"-lr(h -1) 0 h-2 • 
(4.9) 

[Here Sv == 27Tv/2 /r(v/2) is the surface area of the unit 
sphere in IW, and the last integral equals 

2-[1. (3 /Z)hj r(h)r(2h _ 2) = 71'-1/ 22h /2- 4r (h)r(h - t)r(h -1); 

see, e.g., Eq. 6. 56l.16 of Ref. 12.] 

To complete the proof of the proposition, it suffices 
to show that the function o~/)(Z,Z') [(4.5)] is the re­
prodUCing kernel in Kl. That will appear as a simple 
consequence of the following statement which has an 
interest of its own. 

Proposition 4.2: In the subspace H' ("'KI)cB of 
harmonic homogeneous polynomials the scalar products 
(1.4) and (4.2) are related by 

(4.10) 

where 

(4.11) 

We Shall first complete the proof of Proposition 4.1, 
assuming that Proposition 4.2 is true. 

Let a be a complex lightlike vector (i, e., a2 == 0) and 
let 

(4.12) 

Then it follows from (4.10) and (1.7) that for fil::) E HI 

(s~,j)=bl<s!,j)=bzf(a). (4.13) 

Thus 

(4.5') 

is indeed the reproducing kernel in Kl. It is, of course, 
also the reproducing kernel in H I since the function 

j(!;)=Io~/)(I::,Z)j(Z)dmn(Z) (4.14) 

[r(Z)EKI] is harmonic. [Equation (4.14) provides still 
another form of the harmonic extension formula for 
functions in KI.] The corresponding property of 0,(4.4) 
now follows from the power series expansion of the 
Bessel function and the orthogonality of homogeneous 
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polynomials of different degrees with respect to the 
scalar product (4.2). That completes the proof of 
Proposition 4.1, 

Note 4.3: Equation (4.13) and Proposition 2.5 imply 
that the functions s! with «- = 0 form a complete set in 

H" 
Proof of Proposition 4.2: Equation (4.10) is a con­

sequence of Schur's lemma since the representation 
(1.11) of SO(n) is irreducible in K' (and in H') and both 
scalar products are rotation invariant. Indeed, let 
fl' .•. J d be an orthonormal basis in Hie B' with respect 
to the scalar product (1.4) so that 

(fj ,f .) = /j jk' 

Assume that 

(4.15) 

Let A be an arbitrary rotation and D' = D' (A) its sym­
metric tensor representation, such that 

d 

it (A- 1 Z) = L] f. (Z)D!}' (4.17) 
,.1 

Both scalar products are invariant under the transfor­
mation (4.17). The invariance of ( , ) implies that the 
matrix D' is unitary, and the invariance of ( , ) implies 
that 

and hence that 

DIA=AD'o 

Since the representation D' (A) is irreducible (in K'), it 
follows from Schur's lemma that A is a multiple of the 
unit matrix and that Eq, (4010) holds 0 

To evaluate the constants b
" 

we use again the har­
monic functions s!(!;) [(4.12)]. Since (a~)s!(!;) 
=(Z+1)S!+I(~)E H,+1 , we obtain from Eqs. (4 01) and 
(1. 6) (with z replaced by ~) for any f E H 1+1 

b 1+1 «(;1 ~ )s!(~ ),f (t» 

= «a Z)s!(2),f (2)) == (s!, (amf) = b, (s! (~), (aD)f(~» 

= (h - 1 + z)b , (s!, (ail)f) = (h - 1 + Z)b , «-a t)s!J) . 

Hence, b,+1 =(h-1+l)bl' andEq. (4.11) follows be­
cause bo =l by (4.9). 

Corollary 4.4: The scalar product (1.4) is majorized 
by the scalar product (4.2) and therefore K (= K) can 
be regarded as a proper subspace of Bo 

Indeed, it follows from (4.10), (4.11) that 

(fJ) -'S sup [l/(h-l),]U,j) 
I 

=2U,j) for n=3 

=(j,j) forn=4,5,···. (4 0 19) 

Remark: The above formulas are obviously not ap­
plicable for n==2. This is not surprising, since the 
group SO(2) is Abelian and all its irreducible represen­
tations are one-dimensional. 
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5. ISOMETRIC HOMOMORPHISM OF K3 INTO 8 2 
AND OF K4 INTO 8 4 

It is well known that the universal covering groups 
of SO(3) and SO(4) are SU(2) and SU(2)xSU(2), respec­
tively. This allows us to define a covariant mapping of 
K3 into B2 and of K4 into B4• We shall also show that 
this mapping can be normalized in such a way that the 
scalar product be preserved. 

Consider the mapping from (;2 onto 1K3 defined by 

Zj=(1/2f'2)zEojz, j=1,2,3, (5.1) 

where OJ are the Pauli matrices and E is the 2 x 2 anti­
symmetric unit tensor: 

( 0 1) (0 - i) (1 0) (0 1) 
01=10' °2=i 0' 03=0_lJ'E=_10' 

(5.2) 

[The conditionZ2 =0 for Z given by Eq. (5.1) is easily 
verified, -cL Eqo (1.10) of Ref, 130] This mapping al­
lows us to regard the representation U [(1.11)] of 
SO(3) as a subrepresentation of the representation S 
=EDsr [see (1.2)] of SU(2); to this end one defines A(u)Z 
as the transformation induced by uz according to (5 01). 

Proposition 501: The mapping A : K3 - B2 defined by 

preserves the scalar products (1, 4), (4.2): 

(1)1' 1>2) '" I -;;;1 (z )1>2(z)dJl2(Z) = I fl (Z)f2(Z)dm 3(Z) = UIJ2)' 

(5,4) 

It is also an intertwining map for the representations 
U and S of SU(2) ~ 

AU(A)=S(u)A, A=A(u), (5.5) 

and this exhibits the unitary equivalence of U with a 
sub representation of S, The (left) inverse mapping to 
(5.3) is the average of 1>(uz) over the center of SU(2): 

(5.6) 

Proof; The only nontrivial point is to verify that the 
map A [(5.3) J is an isometry. It is clear that if fl and 
f2 are polynomials of different degrees, they are orthog­
onal in K3 [UUf2) = 0] and so are their images 1>1 and 
1>2 in B2 [( 1>10 1>2) = 0 J. It follows (using in addition Note 
4.3) that it suffices to verify (5.4) for 

where a
1 

and ~ are two arbitrary isotropic vectors: 
a~ = 0 = ~. To do that, we note that each isotropic a j 

can be written in the form 

aj = (1/2 f2 ) blob j' j = 1 , 2 (5.8) 

where each of the two-component spinors b1 and b2 is 
determined from (5.8) up to an over-all signo Taking 
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into account the relation 
3 z 

a Ill:! (= ~ aI" ll:!,,) = HbIb2)2 (bIbz = ~ b1c:'/;za) (509) 
,,=1 a=I 

and applying (4.13), (4.11), (4.12), we obtain 

<tl ,j2) = I! (1/2)I(aIa2 )' = (1/4')[! (1/2)1 (b1b2)2', 

(CP1' cP-z> = (1/4 21 )(21)! (b1b)21 = <tl,f2)' 

This completes the proof of the isometry of A. 

We notice that the reproducing kernel 63 in Ks is re­
lated to the reproducing kernel ez'z' in B2 by 

=v1i(Z7,)1/41 (2-/77') 
L .. 1/2 LL 

[in accord with (4.4) and (5. 6)}. 

In order to display the homorphism of SU(2) x SU(2) 
onto SO(4), we introduce the quaternion units q = (q, q4), 
satisfying the following (defining) relations: 

(5.10a) 

(aq) (bq) = - (ab)q4 + (a 1\ b)q, (5.10b) 

for any choice of the 3-vectors a and b. We shall use 
the 2 x 2 matrix realization 

q=-iO", q4=12=(~~). (5.11) 

Let w = (WI' W 2 ) and z = (z l' z) be two pairs of complex 
numbers. We define a mapping from ~[3(W,Z)] onto 
the complex light cone JK4 [(1.10)] by 

Any SU(2)xSU(2) transformation (u,v) of (w,z) gen­
erates an SO(4) transformation A of Z by 

AZ = (1/!2)uwqvz=(l//2)wu- 1qvz. (5.12b) 

The scalar product of two vectorsZ[- (w,z)J and 
Z' [-(w' ,z')] is given by 

(5.13) 

[see again Eq. (1.10) of Ref. 13J. Equation (5.13) im­
plies in particular that Z2 = 0 so that Eq. (5.12) indeed 
defines a mapping onto the "light cone" JK4 • Further­
more, one readily verifies the relation 

Z 2' = (w'w)(zz'). (5.14) 

Consider the space B 4 =B2 XB2 of entire analytic 
functions of four complex variables (w, z). According 
to (1.5) the scalar product in B4 is given by 

Let T = T(u, v) be the (fully reducible) unitary represen­
tation of SU(2)XSU(2) defined by 

(5.16) 

Remark: The choice of the notation (Ui,z) for the co­
ordinates in B4 is, of course, a matter of convention; 
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we could have used the pair (W, z) as well. With the 
present choice the SO(3) transformation law for the 
quaternion units ql under the diagonal SU(2) subgroup 
[which consists of the pairs (u,u)] is the same as that 
for the matrices a

l 
under the mapping z - uz [see Eq. 

(5.12b)]. 

Proposition 5.2: The mappingA:K4 -B4 given by 

(5.17) 

is an isometry of K4 into B. which establishes the 
equivalence of the representation U [(1.11)] of SU(2) 
x SU(2) ['" (SO(4)] with a sub representation of T. The 
image of K4 under the map A is the set 

(5.18) 

where M cP is the mean value 

(- ) f2< (-. . ) da Mcp w,z '" 0 cp we"" ,ZC-'''' 2;' 

In particular, the reproducing kernel 64 (Z ,2') 
=10 (2(Z 2')1/2) in K4 is equal to the mean value of the 
reproducing kernel in B4 : 

eWW +z. = exp ww c-'''' + zz e"" -M -, ~ /020 (-,. -,.) dr:t 
D 2rr 

(5.20) 

Proof: The argument follows the same pattern as the 
proof of Proposition 5.1. Let again a1 and ~ be two 
zero-length vectors represented by the pairs of spinors 
(UU VI) and (U2 , v2): 

(5.21) 

and letf, be given by (5.7). Using (4.10), (4.11), and 
(5.14), we obtain 

(/1 ,Jz) = (I! )2 (al~) 1 = (Z! )2 (ul u2)l (t'l v2) I = (CPl , cP-z> • 

The remainder of Proposition 5.2 follows easily. 
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An algebra of collective variables in the generalized (Calogero-Sutherland) N ·body classical one­
dimensional model is introduced, and their transformation properties under the conformal group are 
discussed in detaiL 

1. INTRODUCTION 

In recent yearsl a class of exactly solvable N-body 
problems in space dimension one has been investigated. 
The idea of the model is extremely simple. The NXN 
matrix L = P + D is introduced 

{ 
0, i=j, 

PiJ= °iJPP Dij= iA/(qi _qj)' i*j, 

where Pi and qi are the momentum and position of the 
ith particle. If one considers the Hamiltonian 

H IT L2 1'>' 2 1 '>' A2 
=2 r =2i,JP;+2 U ( )2 

• I*Jq;-qj 

one finds the equations of motion 

One finds also as a direct consequence of (1.2) 

or briefly 

dL 
di=[L,M], 

where 

dL" =[L" M] 
dt ' 

and therefore 

d~ TrL"=O. 

The quantities 

H~=(l/n!)TrL" 

(1. 1) 

(1. 2) 
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are constants of motion. In particular we 
have Hg = H. Obviously also the P. b. (Poisson brackets) 
{H~, ~} are constants of motion, but since at t- oo 

HO-~6 " 
" n! i Pi' 

we have {H~,H~}-O and 

{~,~}=O 

for any t. The system has N independent constants of 
motion since all ~ with n > N can be expressed as poly­
nomials in the H~ for n ~ N. 

In order to solve completely the equations of motion, 
one can introduce the auxiliary matrix Q: 

QiJ = °ijqi' 

It can be easily checked that 

dQ 
dt =[Q,M]+L. 

Therefore, if we consider the quantities 

we find 

dHl 1 
-n=-TrL"=~ =const 
dt n! " . 

It follows that H~ are linear functions of the time. Given 
the initial data qi(O), p/O), one can calculate H~(O), 
~(O). At the time t one has 

H~(t) = ~(O), 

H~(t) = H~(O) + tH~(O). 

From the knowledge of H~, H~ we can retrieve the qi(t), 
pi(t), by solving a set of algebraic equations. 

These results are essentially already contained in 
Calogero et al. ,4 who also consider very interesting 
generalizations to periodic geometries where the inverse 
square potential in (1. 1) is replaced by Weierstrass P 
function. We plan another generalization of these results. 
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2. GENERALIZED HAMILTONIANS 

We consider the generalized Hamiltonian 

Hf = tojnH~ 
together with the matrix M(!>: 

where 

By direct and easy computation we can check that 

dQ = [Q MIn) + dj(L) 
dt ' dL' 

(2.1) 

A more elaborate procedure (see Appendix A), however, 
also shows that 

dL = [L M(!» 
dt ' . 

(2.2) 

From (2. 1) and (2. 2) in analogy to what we did already 
in Sec. 1, we find that all ~ and a jortiori all HK (where 
Hg = L:,,=c%n~) are constants of motion, that is 

{H,.,Hf }= O. 

Similary we have 

{Tr[Qg(L)],Hf}~Tr(d~~) g(L))=constant of motion. 

The solution of the equations of motion proceeds as 
before since all quantities Tr[Qg(L)) are now linear in 
time. (An alternate solution is derived in Appendix B). 

The result can be further generalized by considering 
traces of the kind 

Tr[Qgi(L)Qg2(L)"· Qgp(L)) 

A trace of product of degreee p in Q is a polynomial of 
degree p in the time. 

Of particular interest is the case 

H=Trj(L), j(L)=(L2+m2)1/\ 

which yields a relativistic theory. Indeed one can intro­
duce the total momentum 0 i PI=H'i and the boost B, 

B=Tr[Q(L2 + m2)1/2), 

and check the P. b. , 

{H'i,B}=-H~ {fI,B}=-It;. 

Cleary H, H'i, B generate the Poincare group in space­
time dimension 1 + 1. 

3. THE DISTINGUISHED VECTOR v 

Consider the matrix commutator 

[L,Q)iJ=iA(OiJ -v lvJ)=iA(l- T)lJ' 

where VI = 1 (i= 1,2, ... ,N). From the explicit formula 
for Mlf} we find 
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)'M(f} )' MIt> "M(!> "M(!> 0 
L.J IJ V J = l..JV I IJ = L.J 'J = L.J IJ = . J I I 1 J 

(3. 1) implies the equation 

[M(f},[L,Q]]=O, 

(3.1) 

which also follows directly from (d/ dl) [L, Q) = 0 and 
(2. 1), (2. 2). The vector V can be used to give an alter­
nate definition of Hf : 

Hf={v, j(L)v)=6[j(L)];J=Tr[T.j(L)). (3.2) 
IJ 

The equivalence of the definitions in (3.2) can be easily 
proved by noticing that all lead to constants of the 
motion which become identical in the limit t - 00, 

I q i - qJ I - 00. The vector V and the associated matrix 
T can be used in order to classify all collective 
variables of the kind: 

Tr(Q"lLblQ"2Lb2 ••• Q"pLbp). (3.3) 

Of particular interest are 

HI>=~ ~Tr(L + .\Q)nl . 
n n! ;n.p x=o 

All expressions defined by (3.3) can be reduced to poly­
nomials in the Ht;, through repeated reordering of the 
factors in (3.3) and use of the formula 

LQ-QL=iA(l-T) (3.4) 

and of the equivalent definitions: 

HP=- - Tr[T(L + AQ)n) 1 a
P I 

n n! a AI> A'O 

1 al> 1 
=n! av{V,(L+AQ)nV)x=o' 

In deriving these identities we may use the equivalent 
definition: 

where 

hn = Tr(L + AQ)n = Tr[ T(L + AQ)n]. 

(3.5) follows from 

Tr[(L + .\Q)n(LQ - QL)) = Tr{(L + AQ)n[(L + AQ)Q 

- Q(L + AQ))}= 0, 

using (3.4). 

As an example we have the identity: 

Tr(L2Q2)=2H~ -tA2(1 -N)N. 

4. THE CONFORMAL GROUP 

(3.5) 

Of specific interest are the three variables H~, P = 0, 
1, 2. They have the explicit expressions 

Ho ," 2 + 1 " A2 
2 = "2L.J P . "2 L.J ( )2 ' 

l' I¢Jqi-qJ 

H~=0p.q., 
i 'J 

and the P. b. 
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(4.1) 

which show that the H~ (p = 0, 1, 2) obey the same P. b. 
as the Lie algebra of the conformal group 0(2,1) 
considered in Ref. 2 and of which they can be considered 
as an extension to many-body systems. 

In addition to (4. 1) we have also 

{~,,w.}= -p(n - p + 1l,w.-1, 

{H~,,w.} = (n - 2p),w., (4.2) 

which show that all H"" belonging to a given n form an 
(n + 1 )-multiplet under the action of the group. Equi­
valently we may observe that we can generate all ,w. 
from ~ by repeated P. b. with H~. Indeed many of the 
properties of H~-l can be inferred from (4.2) as 
definition. 

We have also the doublet 

H~=~P" Hi=6q, i t i 1 

and the P. b. 

{~,,w.} = - p,w.:i, {H~, H",,} = ,w.-1' 

However, the computation of the generic P. b. 

{H~, H~,} (4.3) 

can be reduced to the computation of expressions of the 
kind (3.3), which needs extensive reordering before it 
can be expressed as a polynomial in the H:. In Appendix 
C it is shown that if we normalize the H~ by introducing 

K: = [(a+ 'l)l /(a - a)l y/2H~;", 

a=O,~, 1,~,··., cx=-a -a+l, ... ,a-1, a 

we find that the contribution of linear terms in K: to the 
P. b. (4.3) is given by 

{K;',l<';}= 6 w(s+t-2p-l, s, t) 
(J int.eer3() 

x (s, m, t, n Is, t, s + t - 2p - 1, m + n) 

x Km+n + ••. 
s+t .. 21>-1 , (4.4) 

where 

[ (
2S+2t-2)11/2 

w(s + t - 1, s, t) = (2s + 2t) 2t _ 1 ~ . 

Formula (4.4) takes into full account the conformal in­
variance of the theory and the Jacobi's identities involv­
lng two generic K:, ~ with K~%2 (that is, HI, Hi). 
In general in the rhs other terms (multilinear in K~) 
involving higher powers in A will appear destroying the 
simplicity of the theory. 

5. COMMENTS 

We have shown that the collective variables in the 
Calogero et al. 1 model form an algebra which extends 
the set of commuting variables H;" already known to 
Calogero, to a conformally invariant set ,w.. This set 
appears as the natural generalization of the conformal 
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structure investigated in Ref. 2. We plan to investigate 
the formal properties of this set and their relevance to 
the physical behavior of the system in a forth-coming 
paper. 

APPENDIX A: PROOF OF (2,2) 

Clearly by linearity the proof for a genericj(L) can 
be carried out separately on eachj=(I/nl)Ln. In this 
case 

Ml7) = (n! 1)1 lriDlk (Ln-1)i~' 
(AI) 

M (n) 1 D (L n - 1 ) 'f-y' 
IJ = - (n _ 1) I iJ !} ,z , 

Dij = l/(qj -qJ)' it- j. 

where {O i=j, 

The proof of (2.2) runs separately for the diagonal and 
the off-diagonal elements: 

Case 1, i = i 

From (AI) we derive 

[L,M(n)t =i?(LikM~i) - Ml~)Lki) 

- )'(L M(n) Mln)L ) - t;t I~ kl - ik H 

=( iA
1
)! 6DM(Ln-1)kl _(L"-l)I..,]· 

n- .It 

Therefore, using 

{Pp L hk}= iA{PpDhk} = iA(o ih - 0 ik)D~k' 

we have 

where a factor lin appears on account of the cyclical 
properties of the trace. This ends Case 1. 

Case 2, i"* i 
USing 

{q" TrL"}=n.0{q p L hk}(L"-l)kh 
h.k 

we have 

(n _ l)ldL;, = _ iA (dq i _ dQ,) 

dt (Ql -Q/ dt dt 

= - iAO~j[(L"-l)ii - (L n
-

1 )jJ]' 

As for [L ,MI")]iJ we derive from (AI) 

(n - 1)1 [L, M(n)]IJ = (n - 1)1 6(L 1kM k;1 - Ml~)LkJ) 
k • 

= - 6[L i"Dk/Ln-1)kJ - L~~ n(L n-1)1~] 
k 

By repeated use of 

LiJ = Pi! + iA0 1J 

+ iAOiJ~[f)i~(L"-l)Jk -D 1k(L n-1)lk]' 

(A2) 
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we then obtain 

(n -1)! [L, M(n)]iJ = (pJ - pi)f) ij(Ln-1)iJ 

+ iAU) f). [(Ln-l). _ (L"-l) .] 
k kj'J,k 'k kJ (A3) 

+Oij[(L")ii - (Ln)JJ - Pi(Ln-1)ii 

+ p/L n
-

1 )jJ]' 

Using 

0kPik=OiJ(DkJ -Oki)' i*j, k* i,j, 

and again (A2), we derive from (A3) 

(n - 1)! [L, M(n)1u = - iAD~J[(Ln-l )ii - (L"-l )jJ]' 

This ends Case 2. 

APPENDIX B 

In this appendix we derive another way of solving the 
equations of motion of a system with generalized 
Hamiltonian 

Hf = t/kH~=Tr/(L). 
k=O 

A generalization of (3.5) leads to the definition of h~f): 

h(f)=Tr[d/(L)+,\Q]" n=1 2 ••• 
n dL ' ". 

h!f} satisfies the differential equation: 

"h(!> dh(!> 
,\2_V _"_ + _"_ = Ah(!> oA dt n". 

If we define H~,n , 

we obtain from (Bl) 

d~ H~,n = p(n - P + 1 )~:~, 

whence 

~
p!(n-p+k)! JIP.-k 
(p-k)!(n-p)! /,n' 

dk 

dt" 11.= 
o k >p. 

(Bl) 

The polynomial expansion in t of H~," then has the follow­
ing expression: 

HP (t) = >;(P) (n - P + k)! JIP.-k(O)' tk 
f,n k-6 k (n-p)! I," , 

which considering that H')," = TrQn = L,jq'j, leads to 

~ ~ n! 
i;q7=L.;-( k),lP.f-~(O)'t", n=l, 2,'" 
, k=O n - . ' 

(B2) 

If/(L)=tL 2 (that is, H/=i4.=H), (B2) become 

)'" "n! -k(O) k L.Jqi=u(-k)'IP,: ·t, 
j k=O n - . 

n=1,2,·.·. (B3) 

Given initial data qi(O), Pt(O), it is possible to calculate 
all H~-k(O) and therefore L,jq'j as functions of t from 
(B2), (B3). This yields another way of solving the equa­
tions of motion. It implies, of source, the solution of an 
algebraic equation of degree N since we know all sym­
metric polynomials in the q i' 
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APPENDIXC 

We have the easily derived P. b, : 

K.:= [(5 + m)! 1(5 - m)! ]1/2. H~;m, 

5=O,t,I,~, .. , m=-5,-s+1, ... ,5-1,5. 

This normalization is inspired by the one used in the 
representation theory of SU(2). 
We have the easily derived P. b. : 

{QiJ,~}=OiJ' {PiJ'~}=O, {LiJ'~}=O, 

{QiJ,K-}=O {Pjj,K-}=-OiJ' {LiJ,K-}=-ojJ' (C1) 

{K:"K"}= (5 - m)1/2K.:_;1/22, {K;"K-} 

= - (5 + m)1/2~_-/g. 

Similarly, 

{Ki,K+} = 0, {Iq,~}=K" {Ki\~}= 12K", 

{Kf,K-} = - v'2K+, {Iq,K"}= -K", {Ki\ K"} = 0, (C2) 

{K~, Iq} = - 2Kt, {Iq, Ki 1
} = - 2Kil, {Ki1 ,Kt} = 2Iq. 

Of crucial interest is the recursion relation for the 
Clebsch-Gordan coefficients: 

[
(a + 5 + t + l)(a - a)]1/2 

2a+l (s,m,t,nls,t,a,a) 

[
(a+5-t)(5-m)]1/2( 1 1 I 1 1 1) 

= 2a 5 - "2, m +"2, t, n s - "2, t, a - "2, a +"2 , 

(C3) 

[
(a+t-s)(t-n)]l/Z( 1 '1 1 1 1) 

+ 2a S, m, t -"2, n + "2 5, t -"2,a - "2, a +"2 , 

which can be derived from formula (3 0 7.12) of Ref. 3 
through the use of the complete symmetries of the 3-j 
symbol. 4 From the general discussion in the text we 
know that the P. b. 

{K.:,~} 

is the trace of a polynomial in Q and L, and therefore, 
if suitably ordered according to Sec. 3, should have a 
leading term proportional to K;:t"-l' Therefore, we 
postulate the ansatz: 

{K;' ,~}=.0 w(a, s, t)(5, m, t,n 15, t,a,m + n)K':t" 
a (C4) 

+ multilinear terms in ~ . 

The linear part of (C4) takes fully into account the con­
formal invariance of the theory. Hence we do not obtain 
any new information by using (C4) and the Jacobi's 
identity together with (C2). Of interest instead is the 
use of P. b. with K'. Be writing explicitly 

{{R;',~},K'}+ {{~,K'},K;} 

+ {{K"K;},~}= 0 

using (C4), (Cl) repeatedly and introducing (C3), we 
arrive at the recursion relation for w: 
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(
a+s-t 2a+1)'/2 1 1 

a+s+t+1 ~ w(a,s,t)=w(a-Z,s-z,t). (C5) 

Similarly, from our ansatz (C4) and the symmetries of 
the Clebsch-Gordan coefficients, we obtain: 

w(a,t,s)= - (-l)s+t-·w(a,s,t). 

From (C6) we see that 

w (2s - 2p, s , s) = O. 

Using the recursion relation (C5), we see that more 
generally 

w(s+t-2p,s,t)=O, p integer?O. 

The general formula for the leading term is 

w(s + 1 -l,s,/)= [(2S + 2t)C
s ~ ~1- 2)r

/2
• 

(Cl) and (C2) are simple examples of (C7). 

(C6) 

(C7) 

Note added in manuscript: It was kindly pointed out by 
the referee that the results in Sec. 2 have been found 
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independently at an earlier date by M. Adler and pre­
sented at the 1976 Symposium in Tucson and are as well 
present in his dissertation thesis at New York Univer­
sity. Also the bibliography on Olshanetsky and 
Perelomov omits a series of papers in Inv. Math. We 
regret these and other omissions. 
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Conditional expectations in generalized probability theory 
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Expectations have been considered as dual objects of instruments in several papers on generalized 
probability theory and quantum theory. Here, we relate a generalized conditional (GC) expectation to a 
given instrument and a given state by two requirements, which are analogous to the axioms by which the 
classical conditional expectation is related to a given sub-<T-algebra and a given probability measure. In 
examples we illustrate the close similarity of GC expectations with classical conditional expectations. 
Eventually, we introduce a rich class of quantum stochastic processes, which are Markovian. 

1. INTRODUCTION 

In classical probability theory conditional expectations 
are related to a probability measure !J. on a Borel space 
(n,lI1) and a sub-a-algebra lI1e ofll1. The conditional ex­
pectation [e(f) of a given random variable f on (n,lI1) 
is determined up to a !J.-null set by two axioms: [elf) 
has to be lI1 e -measurable and to fulfill fM[e(f)rill 
= fMfrill for any Me Ih e• Both axioms, which in the 
following are referred to as the classical averaging 
requirement and the classical mean value requirement, 
respectively, are essential features which make con­
ditional expectations meaningful in the theory of martin­
gales and stochastic processes. 

In generalized probability theory expectations have 
been considered which are related to instruments. The 
instrument replaces in a sense, which we will describe 
below, the supposition of a sub-a-algebra in the classi­
cal theory. So far, averaging and mean value require­
ments have not been considered seriously in many 
papers about the generalized theory. We attempt to 
formulate such requirements and find them suitable to 
relate close analogs to classical conditional expectations 
to certain instruments. We call them generalized con­
ditional expectations or, for short, GC expectations, 
with respect to the given instrument and a given state. 

We now describe how classical conditional expectation 
can be related to an instrument. Denote by V the space 
of bounded Borel measures on (n, /J1). Then the mapping 

!):/he x V - V, 

(M, v) 1- v(M Ii (.)) 

defines an instrument. It has to be interpreted as fol­
lows. Consider a statistical ensemble the state of which 
is given by the probability measure !J. on (n,/h). 

Assume !J.(M) * 0, Mrc lI1e' Then 

IlM:=[1!1l(M)]9(M,Il), 

known as conditional probability, describes the state 
of the subensemble selected by occurence of the event 
M. Adopting the classical philosophy that events can be 
observed without disturbing the state of the statistical 
system and that such observations are the only natural 
ones, this instrument is canonically coordinated lI1e' The 
mean value requirement 
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just expresses that the expectation values of f and [e(f} 
have to coincide on subensembles selected by occurence 
of a fixed event 11,,1, AI E/H e' 

We shall adapt our classical consideration a little 
more to the situation we encounter in the generalized 
theory. Allowing for incompatible observables, the 
basic structure of the generalized theory is more in­
volved, and it is impossible to consider events indepen­
dently of observables. Assume, therefore, 111 e to be 
given by the range of g-I: L -111, where g is some Borel 
function on (n,lI1) and L denotes the a-algebra of Borel 
sets on the real line. Using the same symbol as above, 
we consider now the instrument 

y:LxV-V 
(E, v) 1- V(g_l (E) r, (. ). 

D~note by V' the space of bounded Borel functions on 
(n,II1). Any Borel function f on (n, /11) defines a V'­
valued measure Xi on L . where Xi(E), E rc L, is the 
characteristic function of fl(E). Classical conditional 
expectation is closely adapted to the notion of expectation 
in the generalized theory if we consider the mapping 

lEy.",: L x [I' - V', 
(E,h) 1- XK(E)CC<hl. 

Denote by Cc the space of //J e -measurable functions on 
n. Then the averaging requirement can be expressed by 

(1.1) 

for any Iz fcc V' and any E rc L . The classical mean value 
requirement can be expressed by 

(1. 2) 

for any h rc V', any E rc L, and the fixed probability mea­
sure 11. 

Both formulas (1. 1) and (1. 2) maintain their meaning 
in generalized probability theory if they are reformu­
lated in the appropriate terms, which will be done in 
Definitions 3.2 and 3.3. The interpretations just men­
tioned remain also the same if we forget the classical 
assumption of nondisturbance of state if subensembles 
were selected. This assumption cannot be reconciled 
with the existences of incompatible observables. Hence, 
state changes other than the classical ones have always 
to be taken into account. We do not restrict our consider­
ation on ideal instruments in the Luders and von 
Neumann sense. We accept that for any given observable 
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there are many different instruments describing diffe­
rent state changes and relate, therefore, GC expecta­
tions not to observables, but to instruments. 

Let us add one further remark. Expectations are de­
fined by the characteristic properties of dual objects of 
instruments and, in many papers, only related to those 
instruments to which they are dual. Our GC expectation 
is related to an instrument by averaging and mean value 
requirements and is, in general, not the dual object of 
that instrument. Nevertheless, in some cases one can 
find another instrument to which the GC expectation is 
related in both ways. We show such classical and quan­
tum mechanical cases in Sec. 4. An interesting point of 
quantum theory is that formulathg a quantum stochastic 
process with an instrument related to a GC expectation 
in both ways is Markovian. 

We review shortly the main concepts of generalized 
probability theory which we will use in Sec. 2. Section 
3 contains the definition of GC expectations and two 
theorems stating such expectations to exist. Examples 
will be given in Sec. 4. In the Appendix we develop a 
functional calculus which we need for our constructions. 

2. SOME CONCEPTS OF GENERALIZED 
PROBABI LlTY THEORY 

For the most part, definitions and main concepts 
introduced by Davies and Lewis! are maintained. For 
details we refer the reader to that paper and to 
Edwards. 2 

The basic setting is a state space (V, B), where V is 
a complete base norm space and B is the base of a 
closed generating cone K of positive elements in V. 
K\{O} is the set of possible states of a statistical ensem­
ble, and B is the set of normed states. 

The Banach dual space of (V, B) is an order unit space 
(V', e) with order unit e. The positive cone K' in V' is 
a(V', V)-closed. Observables are certain V' -valued 
measures on some Borel space (X ,A), Such a measure 
a is an observable if the range of a is contained in the 
order interval [0, e], CI'(X) = e, and a is a-additive in 
the a(V', V)-topology. In this paper we take for (X, /I) 
the Borel space (lR, L) of the real line. Sometimes we 
will also use (I,P(J)), where Ir;.;;1N and P(I) denotes the 
power set of I. The elements of [0, e 1 are called simple 
observables. 

Denote by L (V, V) the ordered vector space of bounded 
linear operators on V. Instruments are certain positive 
a-additive L(V, V)-valued measures on (lR,L) or, some­
times, on (I, P(I)). Such a measure II is an instrument if 
(e, lI(lR, v) = (e, v) and if II (., v) is a-additive with 
respect to the strong operator topology for any v E V. 
We have preferred to write lI(E, v) instead of lI(E)v, 

Ere.L,VEV. 

Any instrument determines uniquely an observable 
an by antE): c=lI*(E,e), Ere.L, where 11*(E,') is the 
transposed operator of lI(E,.) in L(V', V'). We often 
refer to 1*(.,.) as the dual object of the instrument lI. 
For any given observable j3 there are, conversely, 
instruments II which determine !3 by (3 = all. 

As aIr eady mentioned in the Introduction, instruments 
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are to be interpreted in the following way: For a given 
statistical ensemble with state Vo re. B the subensemble, 
which has been selected by occurrence of the event E, 
EEL, on the scale of some observable (3 in a certain 
way described by an instrument lI, is in state IllI(E, vo)I:- 1 

lI(E,vo)E B. 

A state 110 E B is called effective with respect to a 
given instrument II if (an(E), vo) = ° implies ante) =c 0, 
Ere. L. For any given instrument effective states exist 
if B is separable (e. g., Ludwig) 3 Theorem 4. 2). 

A instrument is called nuclear whenever it can be 
represented by an (a)-integral as 

for any Ere. L. Here cp is a V -valued a-measurable 
function on lR taking values in B au-almost everywhere. 
For details of the (Il)-integral we refer to the Appendix. 

3. GC EXPECTATIONS 

Throughout this section we consider a fixed state 
space (V, B) and is dual order unit norm space (V', e). 
A detailed definition of expectations as considered by 
Davies4 is the following. 

Definition 3. 1: An expectation is a mapping IE: 
L x V' - V' such that 

(i) IE(E,a) ~ 0 for any Ere. L whenever a;, 0, aE V', 

(ii)E(E, ')E L (V', V') for any Ere. L 
(iii) lE(-,a) is a-additive with respect to the a(V', V)­

topology for any a re. V', 

(iv) for any monotone sequence {an}nEIN<';; V' converging 
to are. V' in the a( V' , V) -topology and any fixed Ere. L the 
monotone sequence {JE(E,an)}n'=:IN' converges to lE(E,a) 
in that topology, 

(v) JE(lR,e)=e. 

We enter into the discussion of the introduction and 
suppose an instrument II to be given. To reformulate 
the averaging requirement we denote by C n the a(V', F)­
closure of the span of range of Oin, i. e. , 

Cn:=span {x[xre. V', x=an(E), Ere.L, suitable}" 

Note that Oi n replaces the random variable g, or, more 
closely, X', in the classical case. 

Definition 3.2: An expectation JE is said to satisfy the 
averaging requirement with respect to the instrument 
lI, if for any are. V' and any Ere.L 

JE(E, a) re. Cn 

holds. Such an expectation will henceforth be denoted by 
lEn· 

Recall that for a given state vore. B, B being the base 
of V, IIn(E, vo)II-II(E, vol is interpreted as the state of 
the subensemble selected by occurrence of Ere. L on the 
scale of Oin, and the interpretation of the classical mean 
value requirement given in the Introduction. This 
motivates the following definition. 

Definition 3. 3: An expectation JE n is said to satisfy 
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the mean value requirement with respect to the instru­
ment n and the state va E E, if for any simple observable 
a, 1. e. , a E [0, e], and any EEL 

{a,n(E,vo) =(E(E, a), va> 

holds. Such an expectation will henceforth be denoted 

by EIl,vo' 

We shall drop the terms "wi th respect to ••• " if n or 
va are understood. We now introduce the concept of 
generalized conditional expectation, GC expectation 
for short. 

Definition 3.4 For a given state Vo E E and a given 
instrument n we call an expectation EIl'''J a generalized 
conditional expectation with respect to (n, '1'0) if both 
the averaging and the mean value requirements hold. 

The following theorems show under which assumptions 
GC expectations exist. 

Theorem 3.1: GC expectations with respect to (n, '1'0) 
exist whenever 1'0 is effective with respect to n. 

Proof: We divide the proof into three parts. In part 
(1) we construct a mapping lEll : L x V' - V'. In part (2) , va 
we show it to be an expectation, and in part (3) that it is 
indeed a GC expectation. 

(1) For any given aE V' we denote by va the real mea­
sure on (JR,L) defined by va(E): =(a,n(E,l'o), EE L. 

From - {/Iall + E)e < a < (ilall + de for any E > 0, and from 
n(E, va) ~ ° for any EEL, we conclude that v.(E) = ° 
implies va(E)=O. Thus, the Radon-Nikodym density E 
exists such that va(E) = fEEadve . We show that I Ea(S) I a 
<:; 411011, sE JR, holds Va-almost everywhere. Let tv(va(·)) 
denote the total variation of va' Then we have (e. g. , 
Dunford and Schwartz, 5 III. 1.5) tv(va(E))<:; 4SUPFCE 
I va(F) I <:; 411all v.(E), which gives the desired inequality 
if we use tv(va(E))=f IEaldv •. Since va is effective, we 

) 
E 

have v.(E =0 if and only if an(E)=O. Hence, Ea is a n-
measurable because it is v.-measurable. Moreover, 
since Ea turns out to be all -essentiall y bounded for the 
same reason, we conclude that Ea is ali -integrable 
[e.g., Theorem AI, (iii) in the Appendix]. Thus we can 
define the mapping lEn : L x V' - V' by , Vo 

(2) We now prove that En is an expectation. Since , va 
at- va' v.r-Ea' and Ear- fEE.dall are positive linear map­
pings, (i) and (ii) of Definition 3.1 are obvious. (v) is 
also immediate. (iii) is a direct consequence of Theorem 
Al, (ii) in the Appendix. We have only to prove (iv); 
Let {an{nElN be a monotone sequence in V' converging to 
a in the a(V', Vl-topology. Then, for any EEL, . 

{v.n(E)}nEIN is monotone and converges to v.(E). Straight­
forward calculations show that {E } E IN is monotone a n-an n 
almost everywhere and converges to Ea an-almost every-
where. From Lemma A2 in the Appendix, we conclude 
that {f Ea dan}nElN is monotone and converges to f E dall EnE a 
in the a(v, v )-topology. This completes the proof that 
lEn,va is an expectation. 

(3) By definition of the ali-integral in the Appendix, 
Defintion A2, lEll,Vo fulfills the averaging requirement. 
To prove the mean value requirement, recall that the 
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density Ea is defined in part (1) of the proof by 

(a,n(E,1'0)= JEEad( Q'n,vo)' 

and that, moveover, Ea is Q'1l-measurable and an-essen­
tially bounded. From Theorem A2 in the Appendix we 
have 

fEEad ( all' va> = (.kfadan' va)· 

Thus, the mean value reqirement is also fulfilled. This 
shows that Ell,vo is indeed a GC expectation, which 
completes the proof of Theorem 3. 1. 

We mentioned in the Introduction that clual objects of 
instruments have been considered as expectations. In 
general, such dual objects n* do not fulfill the averaging 
requirement with respect to n. An example is given by 
the following situation. 

Take all a2 E[0,e], a1 *0, a2 *0, a 1 *a 2 , anda1+oZ 

E [a, e]. Such a situation arises in quantum theory if 
a j are taken to be two orthogonal projections on mutual 
orthogonal subspaces. Let a: = a1 + O2 , Take, further­
more, two states vll V2E E, I.e., (e,v1>=1 and (e,1'2) 

= 1, such that (0,v 1 )=(a,v2) but with (a 1 ,v 1 )*(a1 ,1'2>' 
An instrument n: L x V -V is uniquely determined by 

n«-oo,s],v):= (a ll v)v 1 +(02,l')V2 for a""s< 1, 

v for 1 <:; s. l 
a for s < 0, 

From 0 = 0 1 + a2 one easily checks that the range of an 
is given by {O, a, e}. Hence C Il = span{a, e}. 

Assume n* to fulfill the averaging requirement with 
respect to n. Then n*({a},OI)ECn would hold and so 
from (a, 1'1) = (a, v2 ), we would have 

(n*({a},a 1),v 1 ) -(n*({a},a l ),'I'2)=a. 

But actually we have 

(al>n({a},v l ) =(al>V I >(all v 1 ) +(a2 ,1\)(a l ,v2 ), 

( all n( {a}, v 2» = ( a I' '1'2)( ai' VI) + ( a2, v 2 )(all l'2) . 

Using (a,v 1) =( a,v2) and a= a1 + a2 to eliminate a2 from 
these equations, simple computation leads to 

( n* ( {a}, a 1) , VI) - ( n* ( {o } , a 1) , V 2 ) 

= « all v 1 ) - (at>v 2 )? 

By construction the right-hand side is unequal to zero, 
which is a contradiction. 

Nevertheless, there are instruments the dual objects 
of which fulfill the averaging requirement and are, 
therefore, GC expectations. A class of such instruments 
is given by the nuclear ones. Such instruments have been 
constructed in the proof of Theorem 1 in Davies and 
Lewis. 1 Let an observable f3: L - V' be given. A nuclear 
instrument n, such that an = f3 is constructed for any 
countable partition of IR into disjoint Borel sets E i' 
iE I, I~ IN, and for any choice {l'JiEI;: B by 

n(E,v):= 6v
j
(f3(EnE j ),v), EEL, VE V. 

iEI 

Thus, given an observable, there is likewise a rich 
set of nuclear instruments describing measuring pro­
cesses for this observable, and the dual objects are GC-
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expectations as will be shown by the following theorem. 

Theorem 3.2: The dual object ll* of any nuclear instru­
ment ][ is a GC expectation with respect to (][, v) for any 
normed state v E B. 

Proof: Nuclear instruments are represented by (an)­
integrals as introduced in the Appendix. For any (E, v) 

E L x V we have 

n(E,v)= 1 cpd( an,v>, 
E 

where cp: JR - V is a fixed V -valued function which is 
an -measurable and takes an -almost everywhere values 
in B. For any given a E V' we denote by f. the real func­
tion defined by f. (s): = ( a, cp(s», s E JR., which, by 
Theorem Al in the Appendix, is aji-integrable. From 
the Corollary of Theorem A3, formula (ii), we have for 
the dual object of ][ 

ll*(E,a)= f~.dan 

for any (E, a) E L x V'. ][* is an expectation because it is 
the dual object of an instrument. The same argument 
implies that the mean value requirement is satisfied, 
where v is arbitrary in B. By definition of the aji -inte­
gral the averaging requirement is obvious. This com­
pletes the proof. 

4. SOME EXAMPLES 

We first describe the classical case more closely as 
a special case of the generalized theory. Given a Borel 
space (n,;n), the state space (V,B) is the ordered linear 
space Vof real bounded Borel measures on;n a!!~ B is 
the subset of probability measures. The space V of 
bounded Borel functions on (n,;n), which is an order 
unit space, is embedded into (V', e) by (h, v) = fhdv 
where hE V', v E V, The function Xo is identified with 
the order unit e. 

In the Introduction, we have already considered the 
classical ideal instrument j on L x V defined BY j (E , v) 
= v(g-l{E n (. ») and the mapping lE.J1, .. on L x V' which has, 
for elements h of the embedded space V', all properties 
of a GC expectation with respect to (j, Il). 

For convenience we shall restrict ourselves here to 
the case when the range of g is J, Jr;;, IN. We remark 
that all arguments would also go through equally well if 
the more general case of an expectation kernel were 
considered. Let us assume ;nc' the sub-a-algebra of 
;n, to be given by the range of g_l: P(I) - ;n. Then the 
instrument j can be written more Simply as 

j :P(J) x V-V, 
(m, v) I- v(g-l(m) n (.» 

and, obviously, ~ =XK, where, as in the Introduction, 
XC denotes the V'-valued measure on L defined by XC(E): 

:=X1_1IEpEEL. Since n=~{MiIMi:=g-l({i}), iEJ}, we 
have for hE [l'the classical conditional expectation 
with respect to ;nc and Il EB 
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-, 
Hence, on V , we have 

....., -, 
lEY', .. : P(J) x V - V , 

(m, h) t--l~,ill(~,)l,hdll) XM,· 

'pne checks easily that lEg is the restriction to P(/) 
x V' of the dual obj ect of ,,, 

J:P(I)xV-V, 
1 

(m, v) t-~ .. v(M,) Il(M,) 1l(M, n (.» 
on P(/) X V'. The instrument J differs in general from 
j. Now, aj =aj=Xc and, defining 

j:/-B, 

it--IJ.M,: = Il(~') IJ.{M, n (.», 

J can be written in the form 

Hence, j is a nuclear instrument and from Theorem 
3.2 we conclude that]* is a GC expecta!.ion with respect 
to J and any state v E V. Since ag = ag, j* also fulfills 
the averaging requirem~nt with respect to j. Moreover, 
for any m EMwe havtj(m, Il) =j(m, Il) for the fixed 
state Il. Therefore, j* also satisfies the rnean value 
requirement with respect to (j, Ill. Thus j* extends 
lE'9 as a GC expectation with respect to (!), Il) from 

.~ ,..., , 
P(/) x V onto P(J) x V . 

By the latter part of the example we have shown that 
the classical conditional expectation, written as a GC 
expectation lE.9.'" is not the dual obj ect..9f the ideal in­
strument j, but of another instrument j. We find exactly 
this situation in the following quantum mechanical 
example. 

Consider quantum mechanics in Hilbert space. The 
state space is given by (~,BH)' where VH is the real 
space of Hermitian trace class operators on the separ­
able Hilbert space fI, and BH is the subset of positive 
elements of ~ with unit trace. The Banach dual space 
(V', eH ) is norm-isomorphic to the real Banach space of 
bounded Hermitian operators on fl. A bounded linear 
operator A is identified with the linear functional defined 
by (A, W): = tr(A W), W E ~. The unit operator IH is 
identified with the order unit eH' 

For simplicity we consider a discrete partition of the 
unit operator into orthogonal projections {P,hEI! 1 r;;, IN, 
I H=l" E1P,. Then 

f):P(/)X~ -~, 

(m, W) ..... 2:; P,WP" 
'Em 

the ideal instrument of Luders and von Neumann, 6 is 
known to be the closest analog of the classical instru­
ment j just considered. a 9 is given by 

a9:P(/)- V', 

m ..... ');P,. 
lEm 
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We first show that the dual object 

[)*: P(I) x V~ - v~, 

(m,F) r-ldmPIFPI 

is in general not a GC expectation with respect to [) and 
any state. 

In the general case at least one projection, say Plo' 
io EI, may be nonatomic (L e., rank PIO > 1). Then there 
is a nonzero projection Q, Q*PIO ' and Q ",PIO' From 
[) *({io}, Q) = Q we conclude [) *({io}, Q) rI(1' where Cp is, 
as in Definition 3.2, the aW', V)-closed span of the 
range of a9, Le., of {PlliE/}. Thus[)*fails tobea 
GC expectation with respect to [) and some state. 

In the special case, where any PI, iE/, is atomic, 
however, [)* is a GC expectation with respect to [) and 
any state. Defining 

'P: / -!3H' 

ir-Pj, 

and recalling that tr(PjB)Pj =PiBP
j 

for any bounded 
linear operator B whenever PI is atomic, we find 

Hence, [) is nuclear and by Theorem 3.2 our statement 
is proven. 

We return to the general case. Let WoE!3Hbe an effec­
tive state with respect to [), i. e., tr(PI Wo)* 0 for any 
iE/. Then 

lE9'wo: P(/)X~- V;, 
(m,F) r-i~m(tr(i'WO)tr(PiWoP'F~ P t 

is easily seen to be a GC expectation with respect to 
(;), Wo) and to coincide with [)* in the special atomic 
case. We remark that the construction scheme used in 
proof of Theorem 3.1 leads just to lEo w • lEn w (I, .) 

tI. 0 iI' 0 
coincides with the conditional expectation lE wo(', IB) which 
has been introduced by Gudder and Marchand, 7 where IB 
is just Cp• 

lEp, Wo is the dual obj ect of 

9: P(I) x l1t -~, 
(m, W) +-:6 tr(PI W) PI WaPi 

tErn tr(Pi Wo) 

Defining 

'PH: I -l1t ' 
it- PI WaPi) , 

tr(Pi Wo 

we have for any mE P(I) and for any WE!3 
H 

f)(m, W)=:6 qJH(i) (an({i}), W), 
IErn J 

which shows;) to be nuclear. Since Wo has been assumed 
to be eff~ctive ~ith respect. to [) ~ 'PH~i) =PI holds when­
ever Pi IS atomIC. Hence [) = [) if thIS is th~ case for any 
i E I. Application of Theorem 2 shows that [)*, which is 
i,gentical with lEp,wo' is a GC expectation with respect to 
f) and any state WE I3H• 
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We conclude this section with a remark on Markovicity 
of quantum stochastic processes .. We enter into the 
discussion given in Sec. 5 of a paper by Srinivas. 8 A 
quantum stochastic process is a one-parameter family 
of instruments {f),hElR+ on a quantum probability space 
(VH,!3H, Wo), WoE!3w We continue to consider the dis­
crete case and assume a partition of the unit operator 
in 1-1 which depends on the parameter t, I being fixed, 

{F"th" t)ElxlR+' 

Let us first consider the one-parameter family of 
ideal instruments 

;) t: P(/) x V
H 

- ~, 

(m, W) I- Y; PI t WP, t' 
'~m' , 

tE m+, As shown by Srinivas, the finite-dimensional 
distributions of the form 

IPTCi1, i 1;i2, t2, ; ••• ;i., tTl 

=(1H'[)'T(i., ,)o[)tT_1(iT_1, .)o ... o[)t1(i1, Wo», 

(i1, t1; i2, t2; ... ; i., tT)E (Ixm+)T, 

have a Markov property which may be expressed by 

IP T(ill t l ; i2, t2: ... ; iT' tTl = IPI (ill tl )W(i2, t21 ill t l ) 

xWV(i3 ,t3 1 i 2 , t2 ) "'W(iT,iT liT_I,tT _I ), 

whenever any Pi,t' (i,t)E (I,m+), is atomic, \W is the 
transition probability given by 

\W (iT' iT I iT_I, iT_I: ... : ii, t l ) 

= IP T(i ll tl: ... ; iT' tT)/IP T-l (ill t 1 ; ... : iT_l> tT_1 ). 

In the nonatomic case the process is in general non­
Markovian, 

ReplaCing [) t by the dual objects of GC expectations 
with respect to (91' W o), 

-
.9 t: P(/) x 1ft - ~ , 

(m, w) +-.6 tr(PI"W)p ",WoP;,t, 
.Em tr(Pi,tWo) 

t E m+, we find distributions 

also in case the Pi, tare nonatomic. Hence, realizing 
that the transition probabilities \W (i, t Ij, s), t'" s, are 
given by 

WV(i tlj s) OH,2s(j,o)o.9t(i, Wo» 
" (1H 'fJt(i,Wo» 

tr(PJ.sPi,t WoPi, t) 
tr(Pi,tWo) 

we find the Markov property in the above form to be 
fulfilled. 
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APPENDIX: GENERALIZED FUNCTIONAL CALCULUS 

In this appendix we develop an integration theory for 
vector valued functions and vector valued measures 
which is adapted to our purposes. Since we use mainly 
the technique of Dunford and Schwartz5 and Bartle, 9 we 
keep proofs as short as possible and refer the reader 
to these references for analogous definitions and for the 
structure of calculations omitted here. 

If v is a finite real valued measure on the measure 
space (lR, L), we denote by tv(v('») the total variation 
of v, which is a positive measure. Then the notions v­
almost everywhere, v-simple, v-measurable, v-almost 
uniformly, v-essentially bounded are to be understood 
with respect to tv(v(o). We remind the reader that by 
the theorem of Egoroff a sequence of v-measurable 
functions converges v-almost everywhere uniformly if 
and only if it converges v-almost everywhere. 

If (V, B) is a state space and a is an observable, we 
call a set N <: lR a a -null set if there exists an EEL 
with N<:E and a(E)=O. a-simple functions, a-almost 
everywhere convergence, and a -essential boundedness 
are then defined in the obvious way. We call a function 
fon ffi. a-measurable if there exists a sequence of 0'­
simple functions converging to f a-almost everywhere. 
As a direct consequence of the theorem of Egoroff we 
have, for a sequence of a-measurable functions, that 
a-almost everywhere convergence to a function f im­
plies < 0', v) -almost uniform convergence to f for any 
vE V. 

If f is a function on lR and rE ffi., r> 0, then fir) shall 
denote the r-truncation of f, which is defined by 

IT) • _{f(S) if Ilf(s)1I < r 
f (s). - f(s )/ltt(s)1I if IIf(s)l/ '" r' s E lR. 

Short calculation shows that if f is a-essentially 
bounded, r= a-ess sup (f), and if f is the limit of the 
a-almost everywhere convergent sequence {CPn}nEIN of 
a-simple functions, then f is as well the limit of the 
a-almost everywhere convergent sequence {cp!r) }nE IN of 
r-truncated a-simple functions. Hence, by the Egoroff 
theorem, any a-essentially bounded a-measurable 
function can be assumed to be for a 11 v E V the < a, v)­
almost uniform limit of a uniformly bounded sequence 
of a-simple functions. We will use this fact freely in 
the following. 

For any a-simple real function with representation 

we define the a* -integral of cp by 

feCPda:= ~Xia(Ei n E), EEL. 

We omit the standarJ:l proofs of the following state­
ments: 

(1) The 0'* - integral is independent of the particular 
representation of the a -simple function cp. 

(2) The 0'* -integral is a linear mapping from the 
linear space of a-simple functions to V' for any EEL. 

(3) The 0'* -integral is a V' -valued u-additive set 
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function on (lR,L) with respect to the u(V', V)-topology 
for any a-simple function. 

(4) For any a-simple function cp with I cp(s)1 .; r, 
SEE, rEffi., we have 

l<f
E

CPda,v)l.;rtv«a(E),v».;4rllvll, EEL, vEV. 

Definition AI: Given an observable a of the state 
space (V, B) then a real function f on IR is said to be 
a*-integrable if there is a sequence {CPn}nEIN of a-simple 
real functions satisfying 

(0 {CPn}nEIN converges to f a-almost everywhere and 

(ii) the sequence UECPnda}nEIN converges in V' with 
respect to the u( V' , V) -topology for any EEL. 

Lemma A1: If the real function f is a* -integrable, 
then lim;,_~IEcpnda does not depend on the particular 
sequence {cpn}nEIN satsifying (i) and (ii) of Definition Ai. 

The proof of this lemma proceeds in almost the same 
way as that given for Theorem IV.IO. 8. (a) in Dunford 
and Schwartz. 5 For any two sequences Vn}nEIN and 
{gn}nEIN satisfying (0 and (ii) of Definition AI, define a 
sequence {hn}nEIN of a-simple real functions by hn(s): = 0 
for the exceptional points s E IR where Vn}nEIN or {gn}nEIN 
fail to converge to f(s) and by hn(s): = fn(s) - gn(s), s E IR, 
otherwise. For any v E V the Vitali-Hahn-Saks 
theorem applies to the sequence {(f(.)hnda,v)}nEIN of 
real valued < a, v > -continuous measures. The proof is 
then finished by the same arguments as given in Dunford 
and Schwartz. 

Definition A2: If f is a* -integrable, we write for any 
EE~ 

l' fda: = lim'!<l cP dO' E(. n~oCI t! E n 

and call it the 0'* - integral of f over E. 

Theorem At: (1) The set of a* -integrable functions is 
a linear space and for any EEL the a* -integral over E 
is a linear mapping from this space into V'. 

(ii) For any 0'* -integrable function f the 0'* -integral of 
f is a u-additive set function on (IR, L) with respect to 
u(V', V). 

(iii) If f is a-measurable and if a-ess sup(j) =: r< 00, 

then f is 0'* -integrable and 

Proof: Using the VitaU- Hahn-Saks theorem, (i) and 
(ii) follow easily from the corresponding properties of 
the a -simple functions. 

We prove (iii). Since f is a-measurable and a-essen­
tially bounded it is the a -almost everywhere limit of a 
sequence {CPn}nEIN of a-simple functions uniformly 
bounded by r. Moreover, {cp n}nE IN converges to f (a, v)­
almost uniformly for any v E V. Hence only (ii) of Defini­
tion Al remains to be shown. Take v E V and EEL. For 
any E> 0 there is an A. E L with tv( a (A.) ,v») < E and 
/ICPn(s) - cpm(s)/1 < € for n, m suffiCiently large and s Ii Aa' 
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We have 

1<1 (<pn - <pm)da,v) 1 ~ 1<J~nA <pnda,v) 1+ I(JEnA <pmda,l') 1 
E • • 

+ I(J (<pn-<Pmda,v)I~2r·tv«a(EnA.),v» 
E\A. 

+ E 0 tv( < a(E\A.), v» ~ E(2r + 4//v/l), 

which implies the a(V' , V)-convergence of {J~nda}.EIN 
in V'. 

Lemma A2: If Vn}nEIN is a nondecreasing sequence 
of a* -integrable a-essentially bounded real functions 
converging a-almost everywhere to a a* -integrable 
a-essentially bounded real function /, then for any EEL 
the sequence {J/nda}nEIN is nondecreasing and converges 
to J~da in the a( V' , V)-topology. 

Proof: The proof will be given in two parts. 

(1) We show that the a* -integral of a nonnegative a­
essentially bounded real function g is positive in V'. 
Let ess sup(g) = : r. Then g is the a-almost everywhere 
limit of a sequence {gn}nEIN of a-simple functions which 
is uniformly bounded by r. Moreover, the gn can be 
assumed to be nonnegative. Since {gn}nEIN converges to 
g < a,v)-almost uniformly for any vE V, the same argu­
ments used in the proof of Theorem Al (iii) show that 
{J g da} EIN converges to J gda in the a(V' , V)-topology 

E nnE 
for any EE L. Now I~nda ~ 0, nE IN. Since the positive 
cone in V'is a(V' , V)-closed, JEgda ~ O. 

(2) To show the statement of the theorem, we use that 
the assumptions on Vn}nEIN and / imply the existence of 
a common finite a-essential bound, say r< 00, for / and 
fn' n E IN. Since Vn}nEIN converges to / ( a, v) -almost 
uniformly for any l' E V, the arguments used in the proof 
of Theorem Al (iii) can be applied again to give for any 
E> 0 and n sufficiently large 

1 <JE([n - /)da, v) 1 ~ t{2y+ 41Ivll), EE L. 
which completes the proof. 

Theorem A2: If a is an observable of the state space 
(V, B) and if / is a real a -measurable a-essentially 
bounded function, then we have for any v E V. 

<i/da, v) = i/d( a, v). 

Proof: For any v E V the real function / is the ( a, 1')­
almost everywhere limit of ( a, v) -simple functions, 
and, because / is essentially bounded, we can assume 
it to be the < a, v) -almost uniform limit of a uniformly 
bounded sequence of simple functions. One checks 
easily that IE Ifn - /m I d tv( (01, v) ) - 0 for n, m - 00. Hence, 
/ is < 01, v) -integrable (e. g. , III. 2. 17 in Dunford and 
Schwartz5

). The stated equation holds true if / is an a­
simple function. Hence, if / is not a-simple, both sides 
of the equation can be defined by the limit of the same 
Cauchy sequence of real numbers. This concludes the 
proof. 

We now consider V -valued functions. For a given 
observable 01 of the state space (V, B), an a-simple V­
valued function on ffi is represented by 
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We define a linear operator in V by 

k<Pd<a,o):=i~vl(a(ElnE), .), EEL, 

which we call (a)-integral of <P over E. We omit the 
simple proofs of the following statements. 

(1) The (a!)-integral is independent of the particular 
representation of the a -simple function <p. 

(2) The (a)-integral is a linear mapping from the 
linear space of a-simple V-valued functions to L(V, V) 
for any EEL, where L(V, V) denotes the linear space of 
linear operators in V. 

(3) The (a)-integral is a L(V, V)-valued a-additive set 
function on (ffi ,L ) with respect to the strong operator 
topology for any a-simple V -valued function. 

(4) For any a-simple V -valued function <P with II <p(s)II 
~ r, sEE, rE ffi, r suitable, we have 

De/inition A3: Given an observable a of the state space 
(V,B), then a V-valued function/on ffi is said to be (a)­
integrable if there is a sequence {<Pn}nEIN of a-simple 
V -valued functions satisfying the following: 

(0 {<Pn}nEIN converges to f a-almost everywhere with 
respect to the norm in V. 

(ii) For any v E V and for any choice of E> 0 there is 
a (; > 0 such that, for any Ao E L with tv« a(Ao), v » < 0 
and for any nE IN, IIJAo<Pnd( a,v)11 < E. 

Lemma A3: If the V -valued function / is (a)-integrable, 
then the strong operator limit s-limn~~IE<pnd< a, 0) exists 
and is independent of the particular sequence {<Pn}nEIN 
satisfying (0 and (ii) of Definition A3. 

Proof: Since {<Pn}nEIN converges for any v E V to f 
< a, v) -almost everywhere and since ( a, v) is a finite 
measure on L, {<Pn}n converges (a,v)-almost uniformly 
to f. Combining this with (ii) of Definition A3, we 
conclude that for any E> 0 there are a 0> 0 and an 
Ao E L with tv« a(Ao),v»< 0 such that I/JAo£Pnd( a,v)II < E 

and II <pn(s) - <pm(s)II < E for S <i Ao and n, m sufficiently 
large. Hence, for any E 

II iE ( <P n - <Pm)d ( a , v ) II 

~ IIi n <pnd ( a,v)II + /1}~nA <Pmd (a,v)II 
E AO 6 

+ III (<p - <p )d( a,v)II ~ 2€+ 4Ellvll. 
E\AO n 'm 

Thus the first assertion is proven. To prove the second, 
assume Vn}nEIN and {gn}nEIN satisfy (i) and (ii) of Defini­
tion A3. We define {hn}nEIN by hn(s):=O for the excep­
tional points S E ffi where Vn}nEIN or {gn}nEIN fail to con­
verge to / and by hn(s): = /n(s) - gn(s), S E lR, otherwise. 
By the same arguments as above there are for any € > 0 
a (; > 0 and an Ac E L such that for any EEL 

IIf..([n -gn)d( a,v)II ~ III n fnd( a,v)II + II iEnAognd ( a,v)/1 
~ E Ao 

+ IIi A h d(a,v)/1 ~ 2E+4Ei/v/i. E C n 

This completes the proof. 

Dfjinition A4: If / is (a)-integrable, we write for any 
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EEL 

(fd(a, '):=s-limJ 'fJnd(a, 0) JE" n~eo E 

and call it the (a) - integral of f over E. 

Theorem A3: (i) If f is a V-valued a-measurable 0'­

essentially bounded function, then f is (a)-integrable. 

(iil The (a)-integral is a linear mapping from the 
linear space of V -valued a-measurable a-essentially 
bounded functions into L (V, V) for any EEL. 

(iii) For any V -valued a-measurable a-essentially 
bounded function f the (a) -integral of f is a a-additive 
L(V, V)-valued set function on (R,L) with respect to the 
strong operator topology. 

Proof: Let ess sup(j) = : rand {'fJn}nEIN denote a se­
quence of a-simple functions uniformly bounded by rand 
converging to j a-almost everywhere. For E> 0 take 0 
: =dr. Requirement (ii) of Definition A3 is then a direct 
consequence of property (4) of the (a)-integral for 0'­

simple functions. Hence, f is (a) - integrable. The easy 
proof of statement (ii) of the theorem will be omitted. 
statement (iii) is proven, if we show t .,Jd( a, v) to be 
a-additive for any fixed v E V with respect to the norm 
in V. Since, for any EEL, we have JJd( a,v) 
=limn~~JE'fJnd( a,v) with respect to the norm in V, and, 
for any nE lN, f(.)Cf!nd(a,v) is a vector valued measure 
in the sense of Dunford and Schwartz, a generalization 
of the Nikodym theorem proven in Dunford and 
Schwartz,5 IV. 10. 6, applies to show that t.,Jd ( a, v) is 
a vector valued measure. This completes the proof. 

Corollary: If f is a V -valued a-measurable a-essen­
tiall y bounded function, we have for any v E V, a E V' , 
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and EEL 

(i}(a,JEfd( a,v»= );,(a,j)d( a,v), 

(ii) (a,JEfd(a,v» =(JE(a,j)da,v), 

where ( a,j) denotes the real function S I- ( a ,j(s) , 
s E R. 

Proof: Equation (0 holds true for a-simple functions. 
ConSidering a sequence of a-simple functions which is 
uniformly bounded and converges to f a-almost every­
where, it is easy to see that (a,j) is ( a, v) -integrable. 
Hence both sides of (i) are defined and, obviously, equal. 

From Theorem A2 we conclude that (a,j) is also 0'*­
integrable and ( JE ( a ,j)da, v) = JE ( a ,f) d ( a, v). Hence 
(ii) follows directly from (0. 
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The nine well-known semisimp1e Lie algebras are partitioned in two classes: Wipe ~ I (all roots have the 
same length) and WI"," I (the roots have two different lengths of ratio equal to c L2). For each of these two 
classes a general expression is given for few elements of interest as the highest weight vector (h.w.v.) Land 
its power B(L), the eigenvalues of the second order Casimir operator, the width of a weight diagram, the 
dimensions and the matrix elements of irreducible representations of the algebras. In the Appendix are 
given two examples of application of this paper. 

I NTRODUCTI ON 

This paper is concerned with semisimple Lie algebras 
defined over an algebraically closed field of character­
istic zero only (in brief, s, L.a.), i.e., with the type 
of algebras widely used by physiCists. Calculations of 
highest weight vectors in particular cases4,1l-13 have 
of course been done already. However, here the use of 
a general procedure yields general formulas which 
give a very simple proof that no other s.L.a. than the 
well-known ones do exist. 

To make the paper relatively self-contained and to 
define notations, we first recall the usual definitions of 
roots of an algebra, the Dynkin diagram and the highest 
weight vector (in brief, h. Wo v. ) of a given representa­
tion of that algebra. 1-14 

In the second part the calculation of the h. w. v. is 
performed firstly when all the roots have the same 
length and secondly when the roots have two different 
lengths of ratio equal to I"C; these two cases correspond 
respectively to the two classes of s. L. a. W/ PC• 1 and 
W'ZCfl(c=2 or 3). 

The third part is devoted to the interpretation of the 
results obtained in the second part; in a first step15 it 
is very simply shown that no other semisimple Lie 
algebras (defined over an algebraically closed field of 
characteristic zero) than the ones already known do 
exist: the four series A" B" C p D, and the five "ex­
ceptional" Lie algebras {Es, E 7 , E a, F 4 , G2 } that we re­
classify according to our scheme as 

In a second step we calculate and tabulate the power 
6(L) of the highest weight vector L and link it to R 
= iL .. >o/l; hence the eigenvalues of the Casimir operator 
and the width of a weight diagram can be deduced. 

In a third step the results so obtained are used to 
build up the matrices of representations for the two 
classes of algebras. 

In the appendix two examples are briefly studied as 
applications of this paper. 
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I. ROOTS, DYNKIN DIAGRAM AND HIGHEST WEIGHT 

The following fundamental facts are well known: 

1. If;S = {Ql j , ••• , QI j' . , . , QI i' .•• , QI,} is an irreducible 
fundamental system of simple roots we have 

(i) Qll' ... ,QI, are linearly independent; 

(ii) 2(QI j. Qlj)/(Ql p Qli) = - m, 2(Qli' QlY(Qlj, Ql j ) = - C 

(m, C E: Z > 0); (1) 

(iii) ;S is not decomposable into two mutually ortho­
gonal subsets. Consequently, 

[2(Cl!j,Cl!j))2/(Qli,Qli)(Cl!j,Qlj)=4cos28=mc.;4 (2) 

and for m = 1 one only gets: 

c=O, (8=90°); 
o line (i.e., 

no connection) 

c=2, (8=135°); 
2 lines 

c = 1, (8 = 120°) 
1 line 

c = 3, (8 = 150°); 
3 lines 

c=4, { 
8=0, 
8 = 1T. 

Cl! j = QI; 

Qlj=-Ql;. 

Also 

2(Cl!j> Qlj)/2(Qli' Ql j ) ( )/( ) 
( ) = Cl!pQl; Qli,QI} =C, 

(Qli,Ci j ) Cl!pCi i 

(3) 

(4) 

i.e., the roots have only two possible lengths. Hence 

(Cl!j,Cij)=X, (QlpCii)=CX, (5a) 

( )
_{-CX/2 if ai,a j are connected roots, 

a· a- d t 
.' J 0 if aUa j are not connecte roo s. 

Normalizing a j such X = 2/ c yields the following 
relations: 

(Cl!j' a j )=X=2/c, (a;, ail =2, 

{ 
- 1 if a p a j are connected roots 

(a i> Cl! ) = 0 if a i> a j are not connected roots 
(5b) 

2. To every given irreducible representation (denoted 
IR) corresponds a unique vector L (in the idempotentL)) 
called the highest weight vector (denoted h. w. v. ) of the 
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given ill. From this h, w. v. L all the properties of the 
ill can be deduced; for instance the Weyl formula giving 
the dimension N is well known: 

L:. being the subset of positive root and 

R=t 6 J-I.. (7) 
ILE: c. 

From the h. w. v. L, a set of N ordinary weight vectors 
{Au ••• ,AT' .•• , AN} can be deduced (all distinct if there 
is no degeneracy) and used in turn to calculate matrices 
of the ill: diagonal ones, 

(FIL)~=(J-I.,AT)' J-I.E:L:., 

and nondiagonal ones, 

(E ,,)~ = ± {(F O!)~ + l (E,,)~F}1/2 
where 

(E,,)~*O ifAs=AT+a, 

using 
(E_ ,,)~ = - (E ,,):, 

(8) 

(9) 

(10) 

II. CALCULATIONS OF THE HIGHEST WEIGHT VECTOR 

Having emphasized the importance of the h, w, v,, it 
seems natural to calculate its expression for each of 
the two types of ill given by the following Dynkin 
diagrams: m I 

m
1 

m 2 0l m
l
_1 ° 0- - - 0-0-0 - - -0-0 

1 2 P l-2 l-1 

(Type I) I 

III. ANALYSIS OF RESULTS AND APPLICATIONS 

A. The two sets of algebras Wipe = 1 and W Ize '" 1 

As the h.w.v. has been written 

0----0- - - 0 ...... 0---0- - - 0-0 

1-1 1 

(Type II) 

where 

(11) 

Writing L='j;k=lakClk and using (5), we get the a/s as 
solution of a system of 1 linear equations: 

(12) 

the last term occurring only for diagrams of Type I 
when i=p. The system (12) has been solved for each of 
the two types of diagrams (I) and (II). The corresponding 
results are given in Tables I and II for diagrams (I) 
and (II) respectively. If one writes ak = (1/ ~)L::=l ~:mp 
then one gets two different expressions of ~ according 
to the type of diagram, say ~p for (I) and ~. for (II). 
These expressions will be analyzed in Sec, III to give 
the reason for the limitation of the number of simple 
Lie algebras. As a consequence of Chevalley's 
theorem7

• 14 the classification of Dynkin diagrams is 
equivalent to that of simple algebraic groups over 
algebraically closed fields of zero characteristic. 

(13) 

we must have ~ *0 and ~ > O. In the case of diagrams of Type I, i.e., of WIPe=l we have 

~ =- ~p = p2 + (2 _ p)Z = 1 + 1 + (p - 1)(P -l + 1) > 0, 

P=l-1 (or 1), ~=l+1 >0 for all 1 AI' 

p=2 (or l- 2) ~ =p2 =4 >0 for all 1 Dp 

p=3· (or l-3) ~=9-l > 0 for 1 = 6, 7, 8 E 6 , E7 , E a, 

p big, ~-p(p-Z) >0 for p> 1 nonsense. 

In the case of diagrams of Type II, i.e., of W lze we have 

~=- ~z:=:l + 1 + (1- c)(l- z)z: 

c = 1: we come back to the previous case where all the roots have the same length with a linear diagram 
(l=p-1), i.e., to 

c=2: ~=l+1-(l-z)z:=:2+(z-1)(z-l+1»0, AI 

z=l-l, ~ :=: 2 > 0 for all 1 
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TABLE I. ~t for Type I (algebras W 'P",1): Clp=C.=p2+(2-p)l, TABLE II. ~L for Type II (algebras W,,,"): c.,,(j) =l + I-j+(1 
0=1 - P - 2, c.+ po = 21] - p). -c)(l-zHz -j), j=i,k,z or O. 

d l:5:i:5:P-l p:Si:Sl-l d l:Si:Sz-l z:Si:Sl 

1 1 

IA A+io)k Iii c..(i) 

k 2k(l- i) k(l- p) k k(l+l-i) 

1,\ (A+kO)z IA 

p-l z-l 

P z 

IA (l-i)[p2+(2-P)kl 
z+l 

k (1- k)2i ~"(2-P)i~ (l- k)p 
(l + 1 - i) fk + (1- c)z (k - z - 1) 1 Iii 

1,\ k ic(l + 1- k) ~ l-1 
IA (l + 1 -k)[i + (1- c)z(i -z -1) 1 

(l-p)i p(l- i) ~ 
z=l, > 0 for all l 

z=2, A=5-l >0 for l=4 

c=3: C.=l+I-2z(l-z) 

z=l, 

c> 1: z big c. - z(z -l) > 0 for z> 1 nonsense. 

When it is written, for instance, 9 -l > 0, of course, one can take 1 = 5 (or 4) which gives D5 (or A 4 ), already seen; 
similarly for 5 - l> 0 l = 3 gives B3 already seen. 

As all other diagrams lead to a null ho w. v., one is left with the only nine So Lo a., already known and widely used 
by physicists; these nine s. L. a. can be classified in two sets: 

W,Pe=1 = {A" D" E, with l = 6,7, 8} 

B. Power of weight vector 

(FreudenthaPO and Jacobsonll use equivalently the 
word "level". ) By definition the power 6 (AT) of weight 
vector AT = 1;=1 A~ Q' k is 

6(AT )== tA~ . (14) 
k=1 

1. Poweroftheh.w.v. 

The power 6(L) of the h.w.v. L=1;=lak Ci k is 

6(L) = tak = i t t~;mi 
k=1 k=l 1=1 

Let us write 1~=1 ~~ = Al so that in general 

1 J... . 
6(L) == A 2...J A'm l • 

1=1 

(15) 

(16) 

For W,pe:! the calculation of 6 (L) implies three steps 
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I 
(and, of course, c. = c. p): 1 <S i <s P - 1: 

Ai = (i/2)L2(Z + 1)([ - p) + (p - i)Ap). 

p<si<sZ-l: 

Ai = L(Z - i)/2}[2(1 + l)p + (i - p)A). 

i= l: 

N = (l/2)[2(l + 1) - c.). 

Hence we get for the power of the h.wov. of W,Pe=l 

algebras: 
1 {~ . 

6(Lp)= Ap t: ~[2(Z+1)(l-p)+(p-i)c.plmi 
1=1 1 i 

+.0 "2 [2(l + l)p + (i - p)c.plm , 
i=P 

(17) 

(18) 

(19) 

+ i [2(l + 1) - Ap]m / }. (20a) 

Specializing p to l-1,2,3 we get Ai [hence 6(Lp)} for 
A" D" E, ([==6,7,8) respectively; the results are given 
in Table III. 

It is remarkable that due to the symmetry in i and 
k of Table I the ho Wo v. R of the IR given by the Dynkin 
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TABLE III. o(LP) = (I/ Ap)~121 Atmj for WII>e<lt Ap= p2+ (2 - p)l 
=1+ 1 + (l-p)(l-l-P). 

P W IP1 

1-1 AI 

2 D, 

6p 

1+1 

4 

l S i s p-1 

& . 
Ap = 2~ {2(1+1)([-P)+(P-i)Ap} 

i([+l-i) 
2 

& 1-i 
Ap = 2Ap {2(l + l)p + (i - p)Ap} 

(l-i)(Z + I-i) 
2 

([-i)([+i-l) 
2 

i=l 

!4 1 
Ap = 2Ap [2(l + 1) - Apl 

I 
2 

3 E, 9-l 
(1= 6,7,8) 

1
1=6;~(17-i) 11=6;6~i(Il+i) )l=6;11 

i{2l
2
-71+21-i(9-Z>l i .)l-i 9l-21+i(9-l) 7-i(.) I 3l-7 49 

2 9-1 ro:;. 1=7;2(35-~ -2- 9-1 =:> l=7;-2- 21+2 2 9-l => 1=7;2 

i . 8-i . 
1=8;2(93-2) 1=8;-2-(51+2) l=8;68 

diagram for which m l = 1 for all i = 1, 2, •.. ,l 
the same coefficients as O(Lp), Le., 

R = ~P {~~[2(1 + 1)(1- p) + (p - k)~p)ak 

+ ~ 1; k[2(l + 1)p + (k-p)~p]ak 
k=P 

.. have 

(20b) 

It will be seen later (Theorem I, Sec. 3B2) that R is 
also the half sum of the positive roots. 

For W lze the calculation of O(L) implies only two steps 
(and, of course, ~ = ~z): 1", i '" z - 1: 

Ai = (t/2){e(l + 1)(Z - z) + (z + 1 - i)~8}' 

z '" i '" 1: 

Ai = tu + 1 - i)/2]{(Z + 1)(z + 1) + (i - z - 1)~8}' 

Hence we get for the power of the h. w. v. of W
IZC 

algebras 

O(Lz ) = lJ ~ i[e(Z + 1)(l- z) + (z + 1- i}~8)mj 

(21) 

(22) 

J-...(l+1-i)l .) } +1:: --2- (l+1)(z+I)+(t-z-1)~.mi· 

(23a) 

Due to the properties of Table II the h. w. v. R of the 
m given by the Dynkin diagram for which m l = 1 for all 
i = 1, 2, ... , l will be 

R = 18 {t ~le(Z + 1)(1- z) + (z + 1 - k)~.Ja 1+1-k 

+ ,P_. (1 + 21 - k) } .= " [(l+l)(z+ 1)+(k-z-l)~.lal+l_k . 

(23b) 

The connection of Rand O(L.) is so established; that R 
is the half sum of the positive roots will be seen in 
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Theorem I as before. The formulas obtained for AI 
from W IZC2l as well as from WIPe:! are evidently the same 
for p = z = l- 1. 

Now for e=2 we get the J\i>s for BI when z=l-l, for 
C I when z=l, for F4 when z=2; for e=3 we get the 
AI'S for G2 when z =1 and l=2. The results are given in 
Table IV. 

It is worthwhile writing the formulas for 1 = 2 and 
z = 1 conSidering the frequent use of algebras of order 
2. In that case, we get ~.=4 - e, and Table II gives 
~t=2, ~i=l, ~~=e, ~~=2; hence for the h.w.v. 

1 
L2 e = -4 - {(2m l + m 2 )a l + (em l + 2m 2 )a 2 } (24) , -e 

and its powe r 
1 

5(L2,e) = 4 _ e {(2 + e)ml + 3m2 } (25) 

which checks with Table IV. 

These formulas can be used for A2 Le = 1, 5(L2 tl 
=m l +m2 ], for B2 or for C2 Lc=2,O(L2 ,2)=2m l +'~m21, 
and for G2lc=3,5(L2,3)=5ml +3m2 ). 

The most important fact which comes out from 
Tables III and IV is that 5(L) is either integer or half­
integer so that 20(L) + 1 = T is always an integer either 
odd or even respectively. As we shall see below, Tis 
the number of layers of the weight system constituted 
by all the weight vectors; the dimension N of the repre­
sentation is equal to the cardinal of the set of weight 
vectors denoted by {w. v.} = {A l = L, A2' •.• ,AN}' Ordinary 
weight vectors are obtained by subtracting simple roots 
one by one from the h. w. v. L subject to rule (I): 

If a k is a simple root and Ase {w. v.} then Ar=As 
- ak F {w. v.} if and only if the integer Q(A .. a

k
) deter­

mined by the two conditions 

As + Q(A s, ak)ak e {w. v.} 
(26a) 

(26b) 
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l,,;i";z-l 

c Z WI• C A" AI . t:= 2~ {(z+l-i)A,,+c(l+l)(l-z)} 
z " 

AI l+l-i . t: = ~{(~ -z -l)A.+ (1 + l)(z + I)} 
• 2 

1 1-1 AI 

2 1-1 B, 

C1 

1+1 

2 

2 

fa + 1- i) 

f(21+1-i) 

i(l2+1_i) 
2 

l+l-i (l-l+i) 
2 

2 i { } 1 + I-i{ . } . . F'=4 5-1=1 2(5-1) (3-i)(5-l)+2(1+1)([-2) only valid for 2(5-1) (~-3)(5-l}+(1+1)3 whlchglves forF. 
1=4 and i=l 

AI 5-i. 
t'(F4)=-2-(~+12), i=2,3,4 

" i.e., ~(FJ=l1 
" 

1 + 1 -if . } . . 2(3 -1) (t - 2)(3 -l) + (l + 1) 2 WhICh gives for Gz 3 GI=2 3-l=1 2(3
i
_l}{(2-i)(3-l)+3(l+1}(Z-1)} gives for 

1 = 2 and i = 1 

'&(G)_3-i(. 4) '-12 A 2 - 2 t+ , l- , 

• 
N. B. : The formulas obtained for AI from W ISIC:! as well as from W 1zc=1 are eVidently the same for p = z = 1 -1. 

One can define the vector 

S - ~.j 
r - L..Jt,.a i' (27) 

j=l 

where i; are I positive or null integers (j=1,2, ... ,1) 
such that if 

Ar==A l - Sr E {w. v.}, 
then 

0(;\) = 0(A1 ) -o(Sr)' 

(28) 

(29) 

i. eo, the power of Ar differs from the power of Al == L 
by the integer 

O(S )==tiJ=il+,oo+il=r_1 (30) r r r r , 
j=1 

which is the number of simple roots subtracted from 
Al to give An' 

In other words for any Ar E {w. v.}, 0 (L) and 0 (Ar) are 
either both integers or both half-integers so that for a 
given representation all the powers of the weight sys­
tem are of the same nature (corresponding to Wigner's 
integer or half-integer representations). 

Now Eqo (30) might'have many independent solutions, 
say qr solutions satisfying conditions (26a), (Z6b); in 
that case the· qr ordinary weight vectors (in brief o. Wo v 0 ) 

A~I), 00 • ,A~·r) form the rth layer of o. w. v. all with the 
same power 0(A r )=0(A1) - (r-l), The rth layer is said 
to be power degenerate of order qT' In particular for the 
first layer corresponding to the unique ho w. v 0 Al = L 
one has r=l, SI=O, OSI=O, qr=1 and the first layer 
is never degenerate. If 5(A1 ) is an integer, after (mo 
- 1) subtracting steps such that 

Ii (A "'0) =5(A1 ) - (m o -1) =0 

we have an moth layer of Wo v. with power equal to zero; 
here m o=Ii(A1 ) +10 If 5(A1 ) is a half-integer, after 
(m 1 / 2 - 1) subtracting steps such that 

Ii(Aml /
2

) -:::5(A1 ) - (m1 / 2 -1)=t, 
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we have a m 1 / 2 th layer of w. v. with power equal to ~; 
here ml/z =5(A1 ) +~. In both cases due to the symmetry 
of the process the total number T of layers (called the 
height of the w. v. system) is then 

T = 25 (At> + 1. 

As we shall see the power degeneracy cannot diminish 
as the number of subtracting steps grows (up to m - 1 
steps) and consequently the degeneracy is maximum 
either for the moth lay~.r if <5 (A!) is integer, say q,.o' 
or for the ml/2th lfiyer if 5(A1 ) is half-integer, say qml/20 
This maximum power degeneracy qm is called the 
width of the w. v. system. So that finally we have for 
the dimension N of the representation (counting each 
w.v. with its multiplicity) 

if 5(A1 ) is integer, N == 2(ql + ... + q; + .. , qmo-1) + qmo' 

if 5 (AJ is half-integer, N = 2(ql + ... + ql +, .0 + qml/2L 

(with ql = 1 and ql+l"" q;). In both cases we have T 
= 21i ('\1) + 1'" N, the equal Sign corresponding to the case 
of no degeneracy. 

2. Effective determination of o.w.v. 

The first layer being occupied by the unique h. w. VO 

A
1 
= L, let us look for the w, v. 's of the second laye L 

According to rule (I), since A1 '::: {w. f. }, A1 + 0' i 
1 {w. v.}, we have (t(A lO 0'1)=0 for i=l, 2, ... , l. As 
2(A

1
, 0';)/ (0' P 0';) = m;, for Al - 0'; to be a w. v. we have 

the condition 

(31) 

If there are q2 values of m l #0, we obtain a second layer 
of q2 different w. v. Aa ={A~l), •.. , Ai·2)} with the same 
power Ii (A2 ) = 0 (AI) - 1. Similarly the w. v. of the third 
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layer are obtained by determining first Q(x~l), a j): 

X~O +aj=Xl - a l + aJE {w. v.} if and only if aj=a j, 

X2 + 2a J =Xl - a l + a i + a J <1 {w. v.} 

so that Q(;\~I), a J) = 5 i, j and the condition for ;\~I) - a J 

tobeaw.v.is 

2(X2 ,a j ) +Q(,(I) a)= 2(Xl -a p a-tl +5 >0 
( ) "2' J ( ) j. i aJ,a j aj,a j 

2(a p aj) 0 
=mj- ( ) +5 .. > 

ai' a j '.1 

If j =i, we get 

mj>1; (32) 

so that for m l ~ 2, Xl - 2a l is a w. v. of power 5(;\J - 2. 
If j oF i we get in the case where a j and a I are not 
connected, 

m j > 0, (33a) 

[sothatformj~1, ;\l-aj-aj(with li-jl~2)isaw.v. 
with power 5(;\J - 2]; in the case where a j and a l are 
connected, Le., j=i±1, then (a j,a j )=-1 and the 
condition 

(33b) 

is fulfilled even if mj =0; then X2 - a i =;\1 - a j - a j 

with Ii - j 1=1 is a w. v. of power 5 (Xl) - 20 So that with 
each w. v. of the second layer ;\Jj) we get at least one 
WoV. of the third layer. 

To study the rth layer, let us write now a w. v 0 of 
the (r - 1)th layer .as 

;\~~1 =;\1 - S~~l, 

where 

(34) 

s(n = ~ ii a (35) 
r-l U r-1 j 

i=l 

with 5(S;';i=r-2 and o(;\;~1=5(Xl)-r+2; (all i;_l are 
positive or nul integers; j = 1, 2, . 0 . ,no For ;\~j) 
= ;\:~1- as to be a weight vector of the rth layer, we 
determine Q(X:~1. as) 

(.) {} Xr~l + QasE Wo Vo , 

x;~1+(Q+1)as<i{wov.}o 

So that Q = L;~=l #-1 5 l.s and the condition for ;\~1- as 
tobeawovois 

2(xi~L as) + Q = 2(;\1 - sgL as) + Q > 0, 
(a., as) (as! as) 

If S oF j and Is - j I ~ 2 for all j's such that i;"l oF 0, that 
is to say, if as is none of the a j involved in S:~l and if 
as is not connected with anyone of them, then rule (I) 
gives 

(36) 

If S oF j and as is connected with at least one of the a /s 
involved in S;';L then for that value of j, (ai' a s )=-1; 
rule (I) is fulfilled even if ms=O. (Notice that this con-
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elusion remains true if as is connected with two a /s, 
or exceptionally three a/s in D, or in E/. If as=a j , 

i.e., Ifas=a j , i.e., ifasisaparticulara j, then 
rule (I) give s 

(37) 

In particular among the qr-l solutions of Eq. (30) applied 
to the (r - Oth layer there is the maximal one i:_l = r 
- 2 (with i;"l =0 for all other j's) and correspondingly 
;\1 - (r - 1)a s will be a Wo Vo of the rth layer with power 

5(Xr )=5(;\1)-r+l ifms~r-1. 

The conditions ms ~ 1 for the second layer, ms ~ 2 for 
the third layer, etco,"', ms? r - 1 for the rth layer 
become obvious in terms of Young diagrams; also we 
can see that power degeneracy cannot diminish as the 
number of subtracting steps grows as stated 
previously 0 

Due to the action of the Weyl group the w.v. system 
takes a spindle shape. Within a given layer {X r } a cer­
tain w. v 0 M can occur more than once as soon as r 
~ 3; indeed we have 

(i) . .,J.,..j _,<ill -,(12 ) (38) 
M = Xr = Xl - U zra j - "r-1 - a'l - "r-1 - a S2 = .... 

i=l 

For example, the w. v. system of the representation 
1 1 of A is 0---0 2 

{Wo V. }={a1 + a 2 ; all a2 ;O, 0; - a 2 , - a1;- (a 1 + ( 2 )} 

(39) 

and the null w 0 v 0 of the third layer is obtained in two 
ways from the second layer; so that the nul w. v. is 
degenerate and its multiplicity is two. 

3. Width of a weight diagram; Freudenthal's formula. 
Casimir operators 

In general, if M appear nM times, then M is said to 
be degenerate and nM is its multiplicity (or the dimen­
sion of the corresponding degenerate subspace of the 
w. v. space); it means that each w. v. such as M has to 
be counted nM times to maintain the fact that the dimen­
sion N of the representation space is equal to the total 
number of w. v. 

Freudenthal's recursion formula 10 gives the multi­
plicity nM of M as 

[(L +R, L +R) - (M +R,M +R)]nM 
~ 

=2 6 6(M+k~,~)nM+k'" (40) 
J.J.)O k=l 

where R as for the Weyl's formula is given by Eq. (7). 
To calculate dimensions of representations by Weyl's 
formula [Eq. (6)], one does not need L +R but R. 
As roots and weights are dual forms1-14.16 with respect 
to the fundamental Killing quadratic form of the algebra, 
the power 5(L) of the h. w. v. in the weight space corre­
sponds to R in the root space. 

Theorem 1: Ii(L)=L;I=lW/.6.)mi and R=iL;,,>o/liai are 
dual elements. The ordering of the roots is important 
for the use of this theorem; for W1P1 the order is given 
in Table V; for W1zC one has to interchange m. and 
a 1+1-1 (B 1 and C 1 also since they are dual too). With 
these precautions R can be built up out of Tables III 
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TABLE V. Eigenvalues of Casimir operator for Willi. Ordering of the roots for WIP1 : For AI as the coefficients of oiL) are 
symmetric in i and l + 1 - i the interchange has no effect and it is just as well not do it. (See Ref. 16, p. 27.) For DI from an 
orthonormal basis {ef} of ml all roots are defined as ± ef ± eJ (i;< j). As we notice that Table III gives the same coefficient for i = 1 
and for i=l we define the simple roots in the following order: ()!1 = el.l - ez, ••• , Oi 1./= e/ - ej+I,'" ,()! 1.1 = el - e2, Oi I = e l.l + el' 

For EI from an orthogonormal basis {el} of IRs all roots are defined as ±e, ±eJ (i '" j), and the vectors !'Zl.l(-I)mU)ej, with 'Zm(i) 
= even; we define the simple roots as (X1=el+e2, l=6,7 ,8 only, (X1=!(el+es-l'1=2e,), 0i2=e2-ej, 0i3=e~-e2, 0i4=e4-e3,.", 
Oi I_I = eM - e/-2' With the above ordering of the simple roots of W1PI , if, using Table Ill, we write O(L) = L,k.l bkmk , then we get 
simply R=!lj.)olt= b1l1k' with bk = A"!!:.p. 

and IV for W IPI and W IBe' 

Let us give two examples easy to check in no time. 

For G2 Table IV gives 0(L(G2»=5m1 +3m2 ; (41a) 

then Theorem I: R(G2 ) = 3a l + 5a 2 • (41b) 

For F4 Table IV gives 0(L(F4))=llm1 +21m2 +15m 3 

+Sm4 ; (41c) 

then Theorem I: R(F4 ) = Sal + 15a2 + 21a3 

(41d) 

Now that we have L = 1l=1 aka" (Tables I and II) and 
R = Z;;ol bkak (Tables III and IV) using universally adopted 
Racah's notation17b it is easy to build K = L + Rand, 
consequently, ~, which is involved in Freudenthal's 
formula as well as in the second order Casimir operator 
whose eigenvalues are ~ - R2 = L(L + 2R) = C for the 
representation defined by a given Dynkin diagram. 

Using Eq. (5) and properties of the Cartan matrix 
involved in Eq. (12), we obtain 

C T/.! 2 J-.. ( 2) (a R, a,,) =.n.- - R = u a" + b" mIl 2 
k=1 

(42) 

given in Table V for W/Pl and in Table VI for Wlzc • (The 
trivial exercise of specialization to particular values of 
p, z, and c is left to the reader.) 

The width of the weight diagram can be deduced easily 

now from Freudenthal's formula. We have seen that 
this width is the degeneracy no of the null weight vector 
when oiL) is integer and n a /!2 of the W.v. M=a/2 

when oiL) is half-integer. In the first case we get 
~ 

(~- R2)no=2.6 .6 (kjJ., jJ. )n"" (40'a) 
")0 "=1 

and in the second case 

l(~ - R2 - i(a j , a /) - 2)na ./2 
I 

~ 

=2.6 .6(a/2 +kJ..L,jJ.)na // 2+k", (40'b) 
")0 k=! 

where J..L is a positive root and a/2 + kJ..L must be a 
weight. In the Appendix examples of application of these 
formulas are given. 

Of course, the use of Tables V and VI can be avoided 
if one use the second form of Eq. (42) that we write 
again as 

C = L(L + 2R) = k~ak(mk + 2) (a k
; all), 

where only the coefficients of the h. w. v. L given in 
Tables I and IT are involved. Anyway the ordering of 
the roots is still necessary to go from I5(L) to R, 

C. Matrices of I R of semisimple lie algebras 
1. On Weyl's formula and dimensions of I R of semi­
simple Lie algebras 

Weyl's formula1,1l gives the dimension N of an IR 

(42) 

TABLE VI. Eigenvalues of Casimir operator for WI""" (The order of the roots is as given in Ref. 16, Chap. V, pp. 28-29.) 

C.=} rt (ri6B(k)ml+ ~ k6z(i)ml+± k(l+l-i)mf+kW-k-Z)l::..+(l+l)(z+l)]\mk "'. L,.,l 1=1 f=k+1 1=. ~ 
I_I ("_I f=k I 

+ L; r; ic(l + I-k)mf +.6 (l +l-k)[i+ (1- c)z(i -z -1)]mj + L: (l + 1- i)[k +(l-c)z(k - z -l)]ml 
_1 1=1 I=B /=k+l 

+ k((l-k -z)6. + (l + l)(z + 1)9mk (Oi K:t K) 

I ("I I=k ~ I 
+ L; L::ic(l+l-k)ml+.6(l+l-k)[i+(1-c)z(i-z-l)]ml+ L: (l+I-t)[k+(1-c)z(k-z-l)]mj 

k=1-z+2 /=1 1=. j=k+ 1 

~~ 
+(l+ l-k)[(z -l+k)6.+c(l+ 1)(l-z»))mk 2 • 
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as 

N== n f(L,I-') +~ . 
">0 l(R, 1-') J (43) 

This formula implies the knowledge of L and of all the 
positive roots fJ. [R == ~L">o fJ. being deduced either direct­
ly from the I-"S or from Ii (L)]. What follows shows 
that the knowledge of the positive roots is enough, 
As I-' == LId I-' icy j (J..L j E Z+), using Eq. (11), we have 

As R == t2:,,>o I-' is also the highest weight of the IR corre­
sponding to the Dynkin diagram such that all mj == 1 
(i=1,2, ... ,n, we have 

(R,I-')==tl-'j (CYjiCY j) ==o(L,J..L), 
i=l 

where Ii (L, Il) is the power (L e" the sum of the m;'s 
coefficients) of (L, I-' L Formula (43) becomes 

(44) 

For W'P1 for which (ll'j,CY j )/2=1 we get 

N(W ) == n [2::.111. i mj + 11 
'P1 ">0 0 (J.1. ) ~ , 

(44a) 

TABLE VII. Families of positive roots for WII)I algebras. 

P wIP\ E o. n. basis {el} 
of E. 

np ° (/L",) first family 
ei+p - ej = c; i+1 

where LI.1 J.1. 'm, is obtained from Il == LI'11-' 'CY i by inter­
changing CY, and mj and 1i(1-')==2:1=1J.1. i is the power of the 
positive root 1-'. 

For W,zc using previous notations, we have 

N(W )== n [Li.1IJ.
i
m l +2:I.z+1I-'im / c +11 (44b) 

Izc ">0 i,j=l Il + Ll.z+l Il 1/ C J . 
The number of positive roots J.1. of a given Lie algebra 

being called np the Coxeter index h is then h==2n/l and 
the maximum power 1i(ll m) of the positive roots is 1i(l-'m) 
= h - 1. When expressing (44a) and (44b) it is useful to 
give the factors of N in increasing order of 0(1l) with 

1 .; Ii (I-' ) .; Ii (fJ. m) == h - 1, 

where 0(1-')=1 corresponds to simple roots. 

It follows from Eq, (44) that to write the dimension 
of the IR of a given Lie algebra corresponding to a 
Dynkin diagram (or to a Young diagram) only the posi­
tive roots of that algebra are needed. The families of 
positive roots are build up out of an orthonormal basis 
{e j } of a vector space E according to Tables VII and 
VIII for W IP1 and WI,c respectively, The dimensions 
are then deduced according to the above method and 
given in Tables IX and X for W ZP1 and W zzc 
respectively. 

At that stage it is useful to establish at least for A" 
B" C Z the connection between Young and Dynkin dia-

Other families of positive roots 

+ .. '+O'I+P 

1- 1 

2 

3 

1169 

AI IRI+I i=O,l .... ,l 
1(1 + 1) 

2 
i=0,1,2, ... ,1-1 
/Lm=e,-eO=c;I+C;2 

+ ••• -j- c;, 

DI IRz i=O,I, ... ,1-1 l(l-I) 21-3 i=0,1,2, ... ,1-2. secondfamily 

1 = 6,7 
1=8 

1 = 6 

1 = 7 

1 = 8 

IR8 i= 1,2, ••• ,8 
np = (1- I)(Z - 2) + (Z - 6) (6([ - 7) + IJ + 2'-z 

2xl0+ 16 11 

2 X 15+ 32+ 1 17 

2 x28+ 64 29 
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i=I,2, ... ,1-2 
i=I,2, ... ,1-1 

ej+p +el =c; \(1 - 0i.O) +0', +O'z +c; 3 +, ••• +c; i + c; i+1 + '" +c; i+P 
+ (c; 2 + c; 3 + •• -+ c; i) (1 - <5 I, ~ (1 - 01, \) 

yields c;,=e\+eo for p=l. i=O 

as well as /Lm = eZ_\ + el_2 = c; 1+ 2c; 2 + 2c; 3 + ... + 2c; 1-2 

+C;I_\+C;Z 

second family 

el+p + el = C;Z(1-oi,l) + c; I +c; 3 +c; 4 + ••• +c; i +c; i+l 
+ .. • +c; I+P 

+ (a 3 +c; 4 + ••• + C; 1)(1- 01)(1- 01,2) 

8 

third family /L(j) =~ ~ (_l)mW el with m(i) = 0) or 1 and 
1·\ 

Ltm (i) = even 
0'\ = /L(1) = ~(el + eB - e7 - es - e5 - e4 - e;l- e2); 

/L(i)=C;I+(l!2+"·+CI!i. l:5i:54 

/L(5) = /L(4) +O! I, /L(6) = /L(5) +(l! 3. /L(7) = /L(6) + (l!2. 
f.l(8) = f.l(6) +cq +0'5 

f.l(9)=f.l(3)+0!1; f.l(6+i)=f.l(i)+(l!5. 4:5i:57; f.l(14) = IL (I 3) +C;4 
f.l(15) = f.l(14) +(l! 3, ILm(16) = f.l(15) +c; I 

f.l(16+ i) = f.l(i) + {C;2 +a 3 +(l!4 +(l! 5 + (l!s for ~= 1,5.6,8.9,11,12, H 
C;3+C;4+a5+c;S+(l!1 for t=2,3.4.7,10,13,14,1 

ILm(E7) == f.l33=e8 - e7= 20'\ + 30'2 + 4a 3 + 3C;4 + 205 +c; 6+ 2C;7 
f.l(32 + i) =f.l (16 +i) + 0'7 

/L(48 +i) = /L(i) + (l! 2+ 2(l! 3+ 2C;4 + 20' 5 + 2c; 6+0' 7 +0', 

1<i<16 J<i<16 
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TABLE VIII. Families of positive roots of W'se algebras. 

c Z W'ze E o. n. basis 
{e/} of E 

np (, (/I-"J first family second family third family 

2 [-1 B, ffi' [2 21 el- el+p=O! 1+1 + ••• +O! I+P-I e'=O!i +O!I+I +., '+O!z ei + el+p =O! i +O! i+l +. " + O! I+P_I 
= 1,2, .•• ,I -1 

+ 20! I+P + ..... 20! z 

i=1,2" •• ,1-1 i=1,2, ... ,1 /l-m=e, +e2=0!1+ 20!2+ -,-

yields 0'1'·· ., O!Z_I yields O! Z = el 
+ 20' I 

2 Cz ffil 12 2[ e i+P - e/ = O! i+1 + ••• + O! I+P 2e i = 0' 1 + 20' 2 + ••• + 201 I ei+p+ei=al +0'2+ 0_ G+Cii 

=1.2'00' ,l -1 
i=1,2 •••• ,1-1 i=1,2 •••• ,1 + Q' i+ 1 + • 0 • + O! i+P 

yields the simple roots yields 0' I = 2el and 
+(0!2+" '+0'1)(1-°1) 

0:' 2, •• • ,CYz /I- m = 2e 1= O! I + 20' 2 + •• , 

+ 20! I 

2 2 F4 ffi4 i=1,2,3,4 24 11 e2- e3=0'1 e3- e4=0!2 e4 =013 /I- m = e 1 + e2 = 20' 1 + 3(J! 2 + 40', 

e2 - e4 = 0' I + 0' 2 e,=0!2+0!3 + 20 4 

e 1 - e2 = 20! 4 + 20 3 + 0' 2 e2=0! 1 +O! 2+0! 3 el +e3=OI +30 2+403+ 204 

el - e3 = 20' 4 + 20' 3 + O! 2 + 0' I el = 0, + 20'2 + 30' 3 + 20' 4 el ~e4=OI+20'2+40!3+20!4 

el - e4 = 20! 4 + 20' 3 + 20' 2 + 0' 1 0!4 = ~(el- e2 - e3 - e4) e2 + e3 = O! 1 + 20! 2 + 20! 3 

fourth family 
~(el ± e2 ± e 3 ± e4) yields 

3 G2 
ffi3 i= 1,2,3 6 5 e i - e i+P;;;::: Ci i + O! i+1 + ..... 

TO' i+P-l 

i = 1,2 

yields 
0'1,0'2,0'1 +0'2 

grams. For Young diagrams (as oppose to Dynkin 
diagrams) one has to say in which Lie algebra they have 
to be considered. Then, if Aj is the length of the ith 
line, one has for AI 

mj=Ai-Aj+1 (for i=1,2, ... ,Z); 

however, for B, (algebra of SO(2l + 1)] one has 

mj=Aj-Ai+1 (fori=1,2, .. "l-1) and m , =2A /; 

for C I (algebra of Sp(2Z)) one has 

m l =A /+1_1 - A/+2_1 (for i =2, ... , Z) and m 1 =A /. 

with these precautions taken, Tables IX and X can be 
used, for instance, to help the reduction of the IR of 
a group w. r. t. its invariant subgroups as for the de­
composition of SU(n) into representations of SO(3) and 
the studies of the chain SU(21 + 1):::J SO(2l + 1):::J SO(3) 
for 1 integer and of the chain 8U(2j + 1):::J 8p(2j + 1):::J 80(3) 
for j half-integer, which are the root of the senority 
concept so widely used by physicists (cL Hamermesh, 18 
Chap. 11). 

An IR is called basic if all components m j of the 
h. w. v. are zero except one, m l = 0l,} for j == 1, 2, ... , 
i, ... , l; such a representation is denoted (WI)B I and 
its dimension N(W,)B i is obtained by doing mj=ol,j 
in Tables IX (for W'P1) and X (for Wise), The results 
listed in Tables XI and XII have already been obtained19 

by the L dependent method; they cannot be used to com­
pute the dimension of any general IR since the dimension 
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/I-(i) =0' 4 + ••• +0',_1, l";i";4 
e 2 + e 4 = 0' I + 0' 2 + 20 :1 

/1-(5) = /1-(:3) +(\'l; 

/1-( 6) = /1-(4) + O!l e3 + e4 =0'2 + 20':1 
/1-(7) = /1-(6) +0' 2; 

/1-(8)=/1-(7) +(1'3 

el+e2+ei- 3e3 

i=3,2,1 

yields respectively 
0'1 + 20'2;0'1 + 30'2; 

and 11m = 20' 1 + 3(\' 2 

formulas are very far from being linear in the m;'s; 
they are only an example as a test of Tables IX and X. 

The basic IR of smallest dimension will be called the 
elementary IR as it corresponds to the dimension of 
the smallest vector space of representation and accord­
ing to our coherent notation (cf. Sec. III, Type I and 
II) corresponds to a terminal simple root, i. e., i = 1, l, 
or 1- 1, this last value being specially valid for D, and 
for E, (=6,7,8). 

A representation of particular interest is also the one 
whose dimenSion is equal to the number r of parameters 
of the associated group; such a representation will be 
called the regular representation and denoted RR; we 
have 

r=2np + 1 = 1[(2n/ l) + 1]= l(h + 1) = l[o(/J. m) + 2]. 

In general the adjoint representation is a basic one 
except for the cases of: A, for which the RR is the 
IR m

1
=m , =1, m j =Ofori=2,3,o,o,I-1; C1for 

which the RR is the following reducible representation: 

RR (C I) = (C 1)8 1-1 EEl (C 1)8 I EEl (C 1)8 0' 

where (C 1)8 0 is the scalar identity representation for 
which all mj ==0. As for E, one has np= (l-1)(l- 2) 
+ (l- 6)[6(l- 7) + 1] + 2 /-2 , which is not a simple function 
of l to handle all the basic representations are computed 
directly using Tables IX and X. 
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TABLE IX. Dimensions of m of WIJ>1 algebras. 

p 

1-1 
I Itl ..... [ml+mlt!+···+mf+b.l ~ [m1+m2+"'+mz 1~ N(A ) = ° (m + 1) •• , II + 1 • • • 1 +. 

I ~1 I ~1 k 

2 N(D I ) =OJ(D,)02(D,) corresponds to the two families of roots 

01(D,) =O(A,_j) 

° 
_ 'o-l[m!+m2+m3+···+m, 1] 0' ~mz+ml+m2+ ... +ml_l +~ 2(D,) - (mp + 1) . + . 

1=2 t 1 =3 z 

X 2/i3 [m! + m, + 2(m2+": +ml) +m'tl + •• 0+ mit. + 1]. 
2I+k=5 2t + k 

3 N(EI ) =01(E,)02(E,)03(E1) corresponds to the three families of roots 

{

OJ (D,_t) for 1 = 6,7 contains (l- 1) (1 - 2) factors 

°1(E,)02(E,) = f1
1
(D,) for 1 = 8 contains l(l- 1) = 56 factors 

03(E ,) for 1 = 6,7,8 contains respectively 16, (32 + 1) ,64 factors [;S~li» + 1] 

built up with the roots of the third family 

N(E )Jrr (m +1) ff rm i+···+ m {tb.1 +~} {(m,+I) 4"'W"'[m;+"'+mitb.1 + mz +11 
'1=2 ' 1=2 t k ~ 1=2,3 k + 1 ~ 

for 1 = 6 k = 2 , 3 ,4 

[m2+ 2m3;m4+mz + 1 [m2+2m3+~4+m5+m! +~ [m2+ 2m3+ 2,;n4 +m5+ m ! + 1]} 
{~1 [m 1 +';'+m1 +1] [ml+m2+m53+m4+mz +1] [m 1 +m2+2;3+ m 4+ m z +1J 

rml+2m2+2m3+m4+m! +1] [ml+m2+2m3+2m4+m5+mZ +11 g [_+J} 
[7 l 8 1 i=S 0 <j(t» 1 

where 

j(9) =j(3) +m,; j(6 +i) =j(i) +m5 for 4,,;i,,; 7; j(14) =j(13) + m4 

j(15) =!(14) + m3; !(16) =j(15) +m, 

To build 

~
j(16+i) =j(i) +m2 + m3 + m4+ m5+ m6 for i = 1,5,6,8, 9'11,12'16! 

03(E1) JU6 + i) =f(i) +m3 + m4 + m5 + m6+ m, for i= 2,3,4,7,10,13,14,15 are needed 

133= 2m, + 3m2+ 4m3 +3m4 + 2m5+m6+ 2m1 

To build 

03(Eal{!(32+i)=!(16+i)+my 1,,;i::516 are needed 

j(48+i) =j(i) + m2+ 2m3+ 2m4 + 2m5+ 2m6+ m7 + ma 

The process of alternation: Starting from the repre­
sentation space of the elementary m of dimension, say, 
n for A I' D" B I' we can represent the Dynkin diagram 
given by m, =1, m l =0 for i=2, 3, . .. ,1 by a Young 
diagram consisting of a single box. Then the Young 
diagram corresponding to the Dynkin diagram given by 
m l =OI,J is a column of i boxes, i. e., a skew-symmetric 
tensor of rank i in EAn and the number of linearly inde­
pendent components of that tensor is equal to (7); con­
sequently the dimension of the IR given by the Dynkin 
diagram of the basic representation m l = ~I,J is also 

alternation process applied to E 6 , E7 , E 8 , C" F 4 , G2 

yields reducible representations (except for few cases 

(7) as a direct calculation using Tables IX and X yields 
(see Tables XI and XII). To make the above reasoning 
obvious for D" a relabelling of the roots interchanging 
i and l- i has been used so that (~_/j) becomes en. The 
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of E 6 ). In Tables XI and XII whenever possible Dynkin 
diagrams have been displayed with the dimension of the 
basic representation written below the corresponding 
simple root; possible reduction of the alternation process 
have also been expandedo 

2. Construction of the representation matrices of s.s.L.a. 

2. 1. Diagonal matrices: To each weight vector A~l) 
(::~:::::~), corresponds a unique vector v~j) in the repre­
sentation space EN such thatl - 14,16 
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TABLE X. Dimensions of IR of W, .. c algebras. 

c z 

2 1-1 D [2l:f;;1IJ.fmf + J.l1m1 ~ 
N(B,) = u)o 2Ll:llJ.f +111 + IJ =D I(B,)D2(B,)D3(B,) 

DI(B,) = rl (ml + 1) ••• '1J ..... [m l +m,*l + ••• + m/*'b1 + 11 
/-1 /.1 k ~ 

... rm l+m2+" '+m,,1 +J 
L l-1 ~ 

D (B) = (m + 1) 'rl[2(m l + •• '+m'_l) +m, + l' 
2 1 1 1=1 2(l - i) + 1 ~ 

2 1 

2 2 

3 

with jJ. = L:~=l/llta" being a positive root (all/l lt E Z+). 
Hence 

(H )r,f=(IJ ;>..0))= tIJIt«(lI AW) 
~ T~ i ,.,., r ,.... If' r , It_l 

and (HjJ~:l is known when the (H"k)~:l=«(lIIo,A~j)), k 
= 1, ' , , , l are known, Due to the symmetry of the weight 
vector system, it suffices to write down its positive 
part only, Le" the O(Al ) first layers if O(AJ is an inte­
ger (as the following one gives the degeneracy of the 
null w, v. ) or the 0(A1) + i first layers if 0 (A l) is a half­
integer. The complete matrix of order N can then be 
filled up with the opposite numbers (to get a zero trace 
matrix as expected). 

From Eq. (34), using (5b) and (11), we get first 

(S:O, (lilt) = t [#«(lI i' (lilt) - Wl - Wl]o i,lt; 
i·l 

hence for W,•C 
with z + 1",; k",; I 

(H"I0)~::-= m,/ c - ((2W c) - i:-l - i:*l]; 

for WhC with 1",; k",; z, or for W,J>l one has to make 
c = 1 in Eq, (46), 

In case the w, v, M = A~/) presents a degeneracy of 
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(45) 

(46) 

order nJ/! we get just as many identical diagonal 
elements, 

A relatively general example of application of the 
formula (46) is given in the Appendix, 

2.2. Nondiagonal matrices: The relationll 

E_,. = _ t E,. (47) 

allows the study of E,. for jJ. being only a positive root. 
As E,.v.o:vr (v.,vrEEN ), we have Ar=A.+jJ. E{W.V.}, 
and the nonnull elements (E,.)~ are such that 

(48a) 

i.e., are situated in the lower half of the matrix (Ej» 
and connect w. v. of layers whose power differ by o(/l); 
in other words, 

r=s-o(/l). 
[Of course, if jJ. 

(48b) 
is a simple root, 0{jJ.)==1 and r==s-1.] 

The proof of (48a) is well known; for any other posi­
tive root 1) the commutation relation 

[H., E .. ] == (v,jJ.)E,. 

yields 
(H)~(E,.)~ - (E .. )~(H.)! == (v, jJ.)(E .. )~ 

W. Laskar 

(48c) 
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TABLE XI. Dimensions of particular representation of Wlpt • 

Z2: 1 

1 Z f 1-1 I 
0----0-- - - - - - - ~ - _ --D---O 

I-I 
o 

r-2np+l-l(h+1) 

r=I(Z + 1) +l =l(l + 2) 

Comments 

The R.R. corresPQnds tQ 
the nonbasic m 
mj=l.m,=l, all other 
mf being zero. 

(~) =2l 

Es 

E7 

or 

2~i:5l-1 

2Dd label ing 

( /_1 

1 2 I ? l 1-1 

0-----0- - - - -0- - - I.-!.L--..s 

ez) = 21 

I 
0 

33 

27 

(~) ez
) (1~2) 21- 1 

1:5i!!i:l-2 

6 (:N)'131 78-r I 

~ 
Cf8= 3003 = 2925 + 78 

4 5 
0 0 

33'13 32'13'5 3 3'13 33 

C~I = 351 C~7 ~ 2925 

7 2'3'19= 912 

r'13-5 

8645 365750 

ro13-24 19-34 7'23 

276614 1539 56 

GI3l= 8645+ 133 q33= 365750 + 2(8645+ 133) 

Znp = 72 h = 12 r = 78 

2np= 126 h= 18 r= 133 

cts = 365778071540 _C~6= 27664 + 56 C~6= 1539+ 1 

812.31653'19= 147250 

! 2 3 4 6 6 1 
O~------~O~----~ ~ Or----~O~----O 

r(Z'7'11)2 2-31-(7'13)2 r.23.5 
5

3
-31 r(23-5)3 "317'23 '3-5-19 .13-19 r'5-7 2 (23)'31 

2np = 240, h = 30, r = 248 

3875 6696000 6899079264 1463252702450240 30380 1248 =r 1 

For E8 (as shown above for E 7) the alternation process yields redUCible representations. 

yields 

The ordering of the roots 
can be reversed because we 
have seen (IV. A) that we can 
havep=2orp=l-2. 

For E, as for DI (cf. IV _A) 
the ordering of the roots can 
be reversed because we can 
havep=3 or p=l-3. 
Notice the symmetry of Es. 

(V,A r - As -I-L){E,,)~ == 0; 

hence, (48a). 

{E ,Jt(K,J! - (E. ,,):(E ,,)~ = {H ,.>; 
and, using (47), we get 

(49c) 

If there is no degeneracy of the w. v. system, one 
has 

(49a) 

Indeed the commutation relation 

(49b) 
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«E,,)~l~ - [(E,.):)2= (H,,)!; (49d) 

hence (49a) which gives the elements of the nondiagonal 
matrices in terms of the elements of the diagonal 
matrices given by formula (46). 

Notice that. (49a) being not linear, one cannot expect 
to get (E ,.) as a linear combination of the (E 0.) with a 
as a Simple root. Each matrix has to be calculated for 
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TABLE XII. Dimensions of particular representations of W',c' 

Comments '-1 , r - 2n.+I-I(h+ 1) 

1~2 

1st labeling 

The R. R. corresponds 
to the basic I. R. 
m j =o2,j 

1 I '-I , 

<f ---- -- --- ----- ~.-------... As well known N(C,) is 
always even (e. g. , the fac­
tor 2 in N(c,)B 1 for all i's). 
When l is odd, r is odd and 
no basic IR can be a regular 
one. For C, the RR is re­
ducible and using the scalar 
identity representation 
denoted (C,lB 0 one has 

2(_i ) ( 21+ 1) (2 12-l 1) (212+ 1) 
1+i+ll-i+1 

2nd labeling C, 
1;;" 2 .~ ___ --, ... 2 _________ .l- _ 

G2 

21 (1-1)(21 + 1) 2(~)(21:1) 21-t+2 t 

1 2 3 4 

O~--------~0~========~'--------· 

1 
Cl 

2-7 

14=r 

• 
7 

C~= 14+ 7 

13'2 

26 

its own sake. 

'_I 
i 

From (48b) we see that r= S - o(j.J.) = [t - o (j.J.)] - o(j.J.); 
so the calculation starts from As = -A1 (the lowest w. v. ) 
which yields A1=0, i.e., (E .. ):=O; then (E .. )~= 
±[(H .. ):]1/2 is known from Sec. 3A, Eq. (46), and the 
procedure is carried over by ascending along a parallel 
to the diagonal as 0 (j.J.) is fixed. 

The commutation relation 

lE .. , EJ = N ... .fi ".v' j.J., v, j.J. + V E: {positive roots}, 
(50) 

is used to obtain some coherence in signs. 

If there is a degeneracy of the w.v. system, Le., if 
in the same layer a certain w. v. M occurs with the 
multiplicity n/J' then the terms of the left-hand side of 
Eq. (49c) would be summed over the repeated indices t 
and r respectively. 

Furthermore, as we have now n/J values (HI')! which 
are identical (for So:::: 1, 2, ... , n/J) the number of inde­
pendent equations is no more sufficient to determine 
all the matrix elements; the last commutation relation 
[Eq. (50)] is than a useful complement. One can also 
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21 

, 
( ) 

r=2-24+4=52 

(C,)RR= (C,)B'_1 

ffi (C I ) B I ffi (C,) Bo 

The RR corresponds to the 
basic lR 
mj=ol,j 

The RR corresponds to the 
basic IR 
mJ = 15 I,J 

choose arbitrarily the values of the relevant matrix 
elements of one of the operators which is tantamount 
to choosing arbitrarily a basis in the degenerate sub­
space (of the w. v. system) of dimension n/4; but the 
values so obtained will depend on this choice. 

Degeneracy is often met and complicates apparently 
simple problems as, for instance, the study20 of the 
chain G2 =:lA 2 • 

CONCLUSIONS 

The following results have been obtained in three 
steps: 

1. In contrast to the point of view recently discussed 
in Refs. 17 and 21 consisting in breaking a given algebra 
into subalgebras, we have considered here the building 
of two classes of algebras out of known algebras. 15 

W'PC=l = {AI' D" E/ for 1=6,7, 8}, 

This classification as well as this whole paper is based 
on Eq. (1) and on Chevalley's theorem, 7,14 stating that 
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the classification of Dynkin diagrams is equivalent to 
that of simple algebraic groups over closed fields of 
characteristic zero. 

2. A study of the w. v. system has been performed 
using the results bf Tables I and II of the first part. 
For the highest weight vector L, we have calculated its 
power o(L) and shown, for W1pe,.1 (Table III) as well as 
for WI.ICill (Table IV), that o(L) is either integer or half­
integer in agreement with the fact that 20(L) +1= T is 
the integral number of layers (or shells) of the w. v. 
system whether this system is degenerate or not. 

In case of the degeneracy of a particular weight vector 
M, Freudenthal's recursion formula gives the multipli­
city nJl of M. In that formula as in Weyl's formula 
[Eq. (6)] comes in the form R =t2.:l')oi-L which can be 
deduced from Tables III and IV according to Theorem I; 
hence the eigenvalues of the Casimir operator (given 

APPENDIX 

Example 1. n __ f ___ Rl E W
21 m1 ~2 c 

L =~1 =[1/(4 - e)][(2m1 + m2)a1 + (em1 + 2m2 )a2J, 

in Tables V and VI) and width of weight diagrams are 
deduced. 

3. The results obtained above have been used to build 
up the matrices of zero trace (diagonal and nondiagonal) 
representations for the two classes of algebras. 

In the Appendix two examples are briefly studied to 
illustrate this paper. 
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o (~1) = [1/(4 - e)][(2 + e)ml + 3m2 ], R == [1/ (4 - e)][3a1 + (2 + e)a2 ], 

C == L(L + 2R) ==[1/(4 - e)]{(2m1 +m2 +6)m1 + [(em 1 + 2m2 ) + 2(2 + e)Jm/ e} 

or, equivalently, C=[1/(4-e)]{(2m1 +m2 )(m1 +2)+(em1 +2m2 )[(m2 +2)/cJ}. 

According to Sec. 2D we can write: 

for the second layer: 

for the third layer 

~~1)==~~1)-a1==~1-2a1E{w.v.} if and only if m1~2; 

,(4)_,(2) '" _, _,(2) { } 
"3 -"2 - "'1-"1 - a2 - a 1 -"3 E w. v, , 

As l==2, there are no disconnected roots, and the third layer contains at least the degenerated W.v. {X~2)==X~4)} 
and at most the four above w. v. with the same power Ii (x3 ) =0(X1) - 2. 

Particular cases can be considered: 

for c=I, take m 1 == 1, m 2 ==O, corresponding to the Young diagram ~ of SU(3) 0 
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with 

6(A1) = 2 and {w. v. }=[0!1 + 0!2' 0!1' 0!2' 0, 0, - 0!2' O!u - 0!2 - O!J 

So that the dimension of the representation is 8 as forseen by Weyl's formula (6, G2 ); for c =2, Land R are obvious 
and L(L+2R)=i[(2m1 +m2 +6)m1 +(2m1 +2m2 +8)m/2]; for c=3, Weyl's formula (6) gives using (41b) for the 
dimension N 

N(G 2 ) = (m1 + 1)(m2 + 1)[(m1 + m2)/2 + 1][(2m1 +m2 )/3 + 1]l(3m1 + m 2 )/ 4 + 1][(3m1 + 2m2 )/ 5 + 1]. 

For m 1 = 0, m 2 = 1 we have N(G 2 ) = 7 and Freudenthal's formula gives no = 1. 
According to Sec. C.2.1. and summarizing what we know from before, we have 

{w. v. }={x1; Al - O!u Al - 0!2; Al - 0!1 - 0!2' A1 - 0!2 - 0!1>A1 - 20!1> A1- 20!2; ... } 

H == 
"'1 

(m 2 - 2)/ c 
m/c +1- 2/c 

m/ c - 2/ c + 1 
m/c+2 

If jJ. is a positive root such that jJ. = L:k=l jJ.RO!/o, we get for this example 

HjJ. =:jJ.1H" + jJ. 2H" • 
1 2 

~2 ~3 
Example II: Representations of C3 -algebra of group Sp(6): ~ 

Using Table II, we get 

A1 =: L Q = ~(3m1 + 2m2 + m3)0! 1 + (2m1 + 2m2 + ma)O!2 + (m 1 + m 2 + m 3 )0! 3' 
. 3 

Dimension: 

N(C a) = (m1 + 1)(m2 + 1)(m3 + 1)l(m1 + mN2 + 11l(m2 + maV 2 + l1l(2m 1 + m 2 )/ 3 + 11 

x [(m1 + m2 + maV3 + 1][(2m1 + m 2 + m 3)/ 4 + 1]l(2m1 + 2m2 + m 3)/5 + 1]. 

Second layer: conditions for A~i) to be a weight vector: 

AJO=A1-O!j if and only if mj?-1, fori=1,2, 6(A2)=6(A1)-1. 

Third layer: conditions for the following vectors to be w. v. provided A~j) E: {wo v.}: 

A~l) = A~l) - O! 1 = A1 - 20! 1 if and only if m 1 ?- 2, 

1176 J. Math. Phys., Vol. 18, No.6, June 1977 w. Laskar 1176 



                                                                                                                                    

all with power 5(.\3) =5(A1 ) - 2. 

Supposem1 =m2 =O, m3=1, then5(A1)=5/2, and we are left with the nondegenerate w.v. system: 

{We V. }=Ha1 + 0'2 + 0'3; tal + (l/2; tal; - tal; - tal - 01 2; -!al - 01 2 -a3}, 

so that the dimension of the corresponding representation is 6, as forseen by Weyl's formula (6, C3). 

*On leave from Universite de Nantes; permanent address: 
24, rue de la Distillerie, 44000 Nantes, France. 
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On a topological problem arising in physics 
J. -Po J. Lafon 

Observatoire de Meudon. Departement Recherches Spatiales. 92190-Meudon. France 
(Received 5 May 1975; revised manuscript received 28 June 1976) 

The investigation of a large class of problems in physics requires the determination of the ranges of some 
parameters ~. E • ... for which equations of the form F(r; ~. E,.·.) = 0 have some or no roots in a 
given bounded or unbounded interval of r. The solution of this problem is given under the form of three 
general theorems. Examples of utilization in physics are also discussed. 

I. INTRODUCTION 

In this paper we shall investigate the roots of equa­
tions of the form 

F(r;~,E, ... )=0, (1) 

where F(r;~, E, ..• ) denotes some given continuous 
differentiable function of a variable r and some param­
eters ~,E,' • '. We shall be concerned with the deter­
mination of the ranges of the parameters ~,E, ... for 
which Eq. (1) has some or no root in a given interval 
[p, R]. 

This problem is encountered when studying many 
problems in physics. 1-10 A typical problem of this kind 
is the classification of the solutions of some differential 
equations using known invariant integrals: Examples 
concerning systems of electrically charged particles 
are given and discussed in detail in Sec. X. Other 
examples are mentioned in Sec. XI. 

The form of the function F and the parameters suit­
able for the analysis of different systems may vary 
widely, so that it is interesting to solve the problem 
for a large class of functions F. However, although such 
a problem arises in various fields of physics, such as 
plasma physics, stellar dynamics, etc., it has not been 
investigated from a general point of view. Authors deal­
ing with problems in different fields have used various 
techniques more or less adapted to the particular prob­
lem that they considered and often requiring too much 
numerical computations. 1-4 

In any case, the determination of the set of param­
eters such that F has no root r IE [p, R] is very difficult, 
even numerically; this set is characterized by the 
conditions 

F(r;~,E,···»O Vrdp,R], (2) 

or 

F(r;~,E,···)<O Vrdp,R]. (3) 

However, under slightly restrictive conditions, this 
set is an open domain D of the ~,E, • •• space delimited 
by some continuous curves, surfaces or hypersurfaces, 
depending on the dimension of the ~,E, . .. space. The 
collective treatments of the parameters, such as inte­
gration over D for instance, or numerical computations, 
if any, would be much easier if D was characterized by 
its boundary. 

As explained in Sec. IX, the problem is of a similar 
nature whatever the dimension n of the 1;, E, ..• space. 
For simpliCity we shall discuss in detail only the case 
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where n=2. The generalizations when n> 2 are straight­
forward; they will be considered in Sec. IX together 
with some other possible generalizations. 

The basic assumptions are stated at the beginning 
of Sec. 110 They will be somewhat relaxed in Sec. IX. 
In Sec. I we characterize the topological structure of 
the regions of the ~E plane where, respectively F(r, 1;, E) 
> 0 for any rE [p, R], F(r, 1;, E) < 0 for any rE [p, R], 
F(r,1;,E)=O for some rElp,R] (Theorem 1). Then we 
give the statement of two other main theorems of the 
paper; they are concerned with the determination of 
the boundary r pR of the region where F(r, 1;, E) > 0 for 
any rE lp,R] (Theorems 2 and 3). Of course similar 
theorems concerning the boundary r;R of the region 
where F(r,~, E) < 0 for any rE [p,R] may be stated in 
a similar way. 

The proof of Theorem 2 is prepared by five lemmas 
(Sec. III-VII). In Lemmas 1 and 2 the points of r pR 

are characterized. In Lemmas 3-5 it is proved that 
r pR is a continuous curve made up of arcs of some 
well characterized simple curves. Theorem 2 is proved 
in Sec. VIII and generalized in Sec. IX in the cases 
where the function F satisfies conditions less restric­
tive than those stated in Sec. n or depends on more 
than two parameters. The case where there are N> 1 
functions F depending on more than two parameters in 
addition to N variables is also considered in Sec. IX. 
In Sec. X we give some examples showing how Theorems 
1-3 can be used for solving phYSical problems. Section 
XI is devoted to the conclusions with mention of other 
papers in which we have used the present theory. 

II. ASSUMPTIONS AND CONCLUSIONS 

Hereafter we shall investigate in detail the problems 
stated in Sec. I in the case where Eq. (1) depends on 
two parameters I; and E. We confine our consideration 
to this case for ease in the argumentation. The assump­
tions are simple but involve a large number of various 
cases. However all of them are not necessary. This 
point will be discussed, together with some straight­
forward generalizations of the theorems stated here­
after, in Sec. IX. 

Throughout the paper, except in Sec. IX, the following 
notations will be used (see Fig. 1): 

For any rE [p,Rj, P r denotes the set of points of the 
I;E plane for which F(r,~,E)=O; 

For any rE [p,Rj, Wrr and W;r are the regions of the 
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FlG. 1. Example of regions where F(r,~ ,E) > OVrE{p,Rl 
(~PR)' F(r,~,E) < OVrE{p,Rl (~;R)' and F(r,~,E) = 0 for 
some rE [P,RI (Npll) in a simple case where conditions 3 of 
Theorem 2 are satisfied for p:Sr:SR. 

~E plane in which, respectively, F(r, ~,E):;' 0 and 
F(r, ~,E) "" 0; 

For any a, {3 with p""a,{3""R, w .. 8=n""r"8Wrr 
W-;'8 = n" Er"'8 W;r' Of course W80f = W"8 and W~" = W-;'8; 

For any (}', /3 with P"" a, /3 "" R, r .. 8 and r-;'8 are the 
boundaries of W 0:11 and W;'s, respectively. 

(4) 

which means that NpR is the complement of WpR U WpR • 

Throughout Sec. II-VIII, unless otherwise stated, 
the assumptions are unchanged. Thus, in order to avoid 
tedious repetitions, we list them hereafter under the 
title "Assumptions (H)." 

Assumptions (H) 

(1) F(r, ~,H) is r, ~,E nrmtinuously differentiable 
for any~, E and for p""r""R. 

(2) ~(r, ~,E) and ~(r, ~,E) are never simultaneous­
ly zero. 

(3) The interval [p, R) can be divided into a finite 
number of subsequent subintervals for any r in which 

(a) F(r,~,E)=O and F;(r,~,E)=O for any rand for 
a finite number of couples ~, E depending or not on r, 
or 

(b) F(r,~,E)=O implies F;(r,~,E)*O except for a 
finite number of n= [p, R) for which F~(r, ~,E) '= 0 for 
all ~,E for which F(r, ~,E) = O. 

(4) All the roots of F(r,~,E)=O and F~(r,~,E)=O 
for p "" r"" R are in bounded ~ and E intervals. 

Remarks: These assumptions can be interpreted 
geometrically as follows: 

(1) and (2) For any r, Wrr is the closed domain of the 
~E plane in which F(r, ~,E):;' 0; Wrr is the open domain 
in which F(r, ~,E) > 0; Wrr is bounded by a smooth curve 
P r without singular point; P r is the closed set of points 
for which F(r, ~,E) = 0, it separates W from the reman orr'" 
in which F(r, ~,E) < 0, which is W;r' 
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(1)-(3) The interval [p, R) can be divided into a finite 
number of subintervals for any r in which: 

(a) the curves P r have an envelope Q, with arcs 
touching each curve P r at a finite number of points and 
with a finite number of isolated points, or 

(b) the curves P r have no envelope, except for a finite 
number of isolated rE lp,R] for which there are 
stationary curves P r' 

(4) All the points of Q are contained in a bounded 
domain of the ~E plane. 

In the sequel we shall currently use the following 
other consequences of Assumptions (H): 

(1) F(r, ~,E) is ~,E continuous uniformly over (p, R). 

We do not give a detailed proof of this property of 
F(r, ~, E). It is a well known consequence of both the 
r, ~,E continuity of F(r, ~,E) and the Borel-Lebesgue 
topolOgical theorem. 

(2) WpR = npEr"'RWrr' 

Proof: of course 

(5) 

WpRC n Wrr• 
p"rER 

(6) 

Then if spme no with coordinates ~o, Eo is in all the 
regions Wrr for p "" r "" R, F{r, ~o, Eo) > 0 V rE lp, R]. 
Therefore, since F(r, ~,E) is ~,E continuous uniformly 
over (p, Rl, there is an open neighborhood e of no in 
the ~E plane for points in which F(r, ~,E) > 0 V rE [p, R). 
Of course 6 f npErER Wrr = WpR ' Soince 6 is an open 
domain ecwlIR Now, if npEr .. RWrr=@' from (6) it 
follows that WpR =0. This completes the proof of (5). 

(3) For p "" a"" 'Y "" (3, W 0f8 = W"y n WY8 • (7) 

This is a straightforward consequence of the definition 
of W .. 8 • 

Now we prove a theorem concerning the topological 
structure of the regions WpR, WpR, and NpR, and two 
others concerning their delimitation. 

Theorem 1: When Assumptions (H) are satisfied, 
WpR and W;R are the regions of the ~E plane where 
respectively F(r, ~,E) > 0 and F(r, ~,E) < 0 for any 
rE [p,R); NpR contains only the points of all the curves 
P r for p "" r"" R. Moreover, 

NpR =( U Wrr)nCWpR=( U W;r)nCWpR (8) 
pErER PErER 

and 

Finally the regions WpR , W;R' NpR cover the ~E plane 
and two of them have no common point (Fig. 1). 

(9) 

Proof: For any rE [P,R), Wrr is the only region of the 
~E plane where F(r, ~,E) > 0 (Assumptions (H)]. Then 
from (5) it follows that WJ>R is that region in which 
F(r, ~,E) > 0 for any rE [p,R). Of course, similarly, 
W;R is that region in which F(r, ~,E) < 0 for any r E [p, R]. 

Now from (4) it follows that, for any point no with 
coordinates ~ 0' Eo in N pR, F(r, ~o, Eo) :;. 0 for some 
rE[p,R) and F(r,~o,Eo)""O for some other rE[p,R); 
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FIG. 2. Example of region WpR when conditions of Lemma 3 
are satisfied, p < PI < a < P2 < R. Pa is a stationary curve. This 
figure illustrates also the case where conditions 1 of Theorem 
2 are satisfied. 

since F(r, ~,E) is continuous there is at least one 
rE" [p,R], say 5, and a corresponding curve Po such that 
p <:; 5 <:;R, F(5, ~o,Eo) =0 and so noE Po. 

Conversely, for any rr; lP,R], Prc CWrr • Thus from 
(6) it follows that Prc CWpR ' Of course similarly 
PTc CW;r and Prc CWpR' Therefore, PrCNpR ' 

Finally NpR contains only the points of all the curves 
P r for p <:; r <:; R. 

Then define K as K = UPEr"R W rr' K is the set of points 
with coordinates 1;, E for which there is always some 
r E" Le, R] for which F(r, 1;, E) ?o O. Consequently K 

=CWpRo Of course similarly Up"r"RW;r=CWpR. This 
proves (8). 

Finally there is at least one point no with coordinates 
1;0' Eo and two values of r in [p,R], r 1 and r 2, for which 

noE Wr rand n o ¢ Wr r • 
1 1 2 2 

Otherwise for any a!, (3 with P ~ a!, (3 <:; R, W "'''' C Waa 
and, since F(r, 1;, E) is continuous W",,, = Wall' which is 
not consistent with the assumption that Wrr varies with 
r. 

Therefore, F(ru 1;0' Eo) > 0, F(rv 1;0' Eo) < O. Since 
F(r, ~,E) is 1;, E continuous, uniformly over [p, R] there 
is an open neighborhood 8 of no where F(rl' 1;, E) > 0 
and F(r2 , 1;, E) < 0 so that 6 C NpR' Thus no E N'pR * t'J. 

Theorem 2: There is some r, say L, such that 
p < L <:; R and for R> r?- L, Wpr =,0, whereas for p ~ r 
< L, WpR *t'J. The interval [p, L] can be divided into a 
finite number of subintervals (rj , r j +1 ) (j = 1,2, ... , m; 
r1 = p; r m = L) for r in which W/,R '* 0 and can be delimited 
as follows: 

(1) If for r> r i , in the neighborhood of r j , there is 
no arc and no isolated point of Q, let r j +1 denote the 
lowest r> rj for which an arc or an isolated point of 
Q appears. Then for rj < r ~ rJ+l> W py can be delimited 
using Lemma 3 (Sec. V) (Fig. 2). 

(2) If for r> r J• in the neighborhood of rio there are 
only isolated points of Q. in particular there is no 
stationary curve and no arc of Q, let r}+1 denote the 
upper bound of the r> Y J such that this assumption is 
vahd for the whole open interval ]rJ• rI.. Then W py 

= Wpr n Wrr for p < r~ r2 (Fig. 3). 
j 

(3) If for r> r J in the neighborhood of rj there are 

1180 J. Math. Phys .• Vol. 1B, No.6, June 1977 

FIG. 3. Example of region WpR when conditions 2 of Theorem 
2 are satisfied for p:'i:r :'i:R, 

some arcs of Q, let r j+1 denote the lowest r>rj for 
which P r is a stationary curve, or some arc of Q 
reaches an isolated point of Q or has a Singular point 
or a common point with another arc of Q (Figs. 1 and 
4). Then, for rj < r ~ r j +1 each subarc of these arcs of 
Q contained in the interior of Wprn Wrr divides Wpr . 

n Wrr into two regions one of whidh contains Wpr ; W;r 

is the part of W py n Wrr common to all these regions. 
j 

Proof: The proof of this theorem is detailed in Sec. 
VIII; it is based on five lemmas proved in Secs. III-VII. 
Lemmas 1 and 2 are concerned with the properties of 
the points of r pRO Lemmas 3-5 are concerned with the 
topological structure of WpR and r pR : r pR is a continuous 
curve made up of arcs of some curves which are data of 
the problem. 

One may also state and prove the following similar 
theorem: 

Theorem 3: In Theorem 2 replace p by R and reverse 
all the relations of order. One obtains the statement 
of a new theorem which can be proved in the same way 
as Theorem 2. 

III. LEMMA 1 

Statement: Under Assumptions (H) WpR is a closed 
domain of the ~E plane. If WpR '* 0. rpR is made up of 
paints of P po P R, Q and some stationary curves P 

d1 ' 
Pa

2
, ••• ,Pan (p <a1 <a2 < ... <an <R). 

FIG. 4. Example of region Wpy in a simple case where condi­
tions 1 of Theorem 2 are satisfied. 
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Proof: WpR is the intersection of the closed domains 
Wyy for p ~ r ~ R; consequently it is also a closed domain 
of the ~ E plane. Now, let no denote a point of r pR with 
coordinates ~o, Eo· 

(10) 

Moreover there is at least one r, say ro, for which 
p~ ro~ Rand 

(11) 

Otherwise ~ since F(r, ~,E) is ~,E continuous uniform­
ly over [p,RJ (Sec. II) , there would be an open neigh-
borhood of no in the ~E plane for points in which 

F(r'~o,Eo»O VrE[p,R] 

which is not consistent with assumption that no is a 
point of the boundary r pR of the closed domain WpR ' 
Then from (10) it follows that three cases are 
possible: 

ro=p 

and then no is on P P' or 

ro=R 

and then no is on P R, or 

p<ro<R 

and from (10) and (11) it results that F(ro, ~ 0' Eo) is a 
local minimum of F(r, ~o, Eo) so that 

Then from (11) and (12) it follows that no is either a 
point of the envelope Q of the curves P r or a point of 
some stationary curve P r (here Pro). 

IV. LEMMA 2 

Statement: Under Assumptions (H) any point on Q 

(12) 

or on a stationary curve is either on rpR or not in WPR • 

Proof: Let no denote a point of Q, or a point of some 
stationary curve, with coordinates ;0' Eo. There is at 
least one r, say ro, for which 

F(ro,!;o,Eo)=O and F~(ro,~o,Eo)=O. 

Now any open neighborhood of Do in the ~E plane is 
divided by Pro into two parts, one of which contains 
points for which F(ro, ~,E) < 0, 1. e., points of the ex­
terior of W pR' Consequently, no cannot be in the interior 
of W PR • 

V. LEMMA 3 

Statement: In addition to Assumptions (H) assume that 
for p < r < R the re is no arc of Q, in other words for 
the points of the curves P" F~(r, ~,Eh' 0, except for all 
the points of some stationary curves Pal' Pa2"'" Pa 
for which F;(r, 1;, E) = O. n 

Then, if WpR *fJ, it is the intersection of Wpl" W RR' 
Wa1a , W4242"'" Wa a (Fig. 2). Moreover, if there is 
no s6.tionary curve na:1d the regions Wyy are connected 
forp<r<R, WppCWRRor WRRC Wpp and WpR*fJandis 
equal to that of the regions WPP and W RR which is con­
tained in the other. 
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Proof: First assume that there is no stationary curve 
for p < r<R. Of course, if WpR*fJ, WPRC wppn WRR; 
besides from Lemma 1 it follows that r pR is made up 
of only arcs of Pp and PRo Consequently, WpR = Wpp 
n W RR' Now, if there are some r, au a2 , • , ., ai' .. " an 
for which 

p < a
l 

< a
2 

< . , . < a; < ... < an < R 

and 

for the points of all the curves Pap similar arguments 
can be applied to the case where r varies between two 
successive values a;, a i • l or between p and au or 
between an and R. Thus, if WpR *~, 

WpR=WPal n (~Wa;ai+l)n WanR 

= wppn (~Wa;aj) n WRR 

which proves the first assertion. 

Now assume that there is no stationary curve for 
p < r< R and that the regions Wrr are connected. Define 
MpR as MpR=Up<r<~r' Any point n of MpR has coordi­
nates ~, E such that F(r, ~, E) = 0 for some r for which 
p<r<R and F~(r,~,E)*O, Moreover, F(r,~,E) is 
continuously differentiable, Thus for any point n E MpR 
there is an open neighborhood of D included in MpR , so 
that MpR is an open domain. Besides there is a continu­
ously differentiable function cp(~, E) such that, for all the 
pOints of M pR, the equation F(r, ~,E) = 0 is equivalent 
to r=cp(~,R). Then, since cp(~,E) is continuous, it can 
be continued for the points of MpR USing the closure of the 
values of cp(~,E), i.e., the closed interval [p,R]. Of 
course, for the points of MpR , p~r=cp(~,E)~R and 
F(cp(~, E), ~,E) =0; thus MpR =NpR; moreover, if all the 
regions Wrr are connected for p ~ r ~ R, the condition 
F(r, ~, E) > 0 is equivalent to one of the conditions r 
< <p(~, E) and r > <p(~, E) and the condition F(r, ~,E) < 0 
is equivalent to the other. Consequently Wppc WRR or 
WRRC WPP' In any case, WpR*fJ and WPR=WPP or WRR• 

VI. LEMMA4 

Statement: In addition to Assumptions (H) assume that 
some point no of Q is not strictly isolated. Then one 
of the following conditions is satisfied: 

no ri WpR and there is an open curvilinear neighbor­
hood of Ho on Q out of WPR ; or 

no E r pR and there is an open curvilinear neighbor­
hood of ITo on Q which is an arc of r PR; or 

DoE rpR and Do is a Singular point of Q, or a common 
point of two or many arcs of Q, or a common point of 
Q and P p, P R or some stationary curve, or an isolated 
point of Q on an arc of Q. 

Proof: Let ~o, Eo denote the coordinates of no in the 
~E plane. There is at least one r, say ro, for which 

F(ro,~o,Eo)=O and F~(ro,~o,Eo)=O. 

Assume that Do is not isolated. 

If Do is out of W pR there are some r for which 
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F 

FIG. 5. ExampleoffunctionF(r,~,E) for~=~o, E=Eo 
coordinates of a point Do at which a curve P'o touches Q. 
DO¢WPR ' 

F(r, ~o, Eo) < 0, either in a neighborhood of ro (Figs. 5 
and 6) or not (Fig. 7). Now since F(r, ~,E) is ~,E 
continuous uniformly over [p,R] (Sec. II) there is always 
an open neighborhood 9 of no in the ~E plane for points 
in which F(r, ~,E) < ° for some r, in the neighborhood 
of those for which F(r, ~o' Eo) < 0. Of course 

(Q n B) n WpR =0\. 

If no is not out of WpR , from Lemma 2 it results that 
no C r PRO Thus condition (10) is satisfied. Now assume 
that F(p, ~o, Eo) *0 and F(R, ~o, Eo) *0, i. e., no.¢ PP' 
fIo¢ PRO Assume also that no open curvilinear neighbor­
hood of no on Q is contained in r PR in its entirety. Then 
in any curvilinear neighborhood Be of no on Q there is 
at least one point nl(Be), with coordinates ~l> El at 
which some curve P'l touches Q and for which 
F(rl> ~l> El)=O, F~(rl> ~l> El)=O, and F(r, ~l> El ) <0 
for some r for which p < r < R. Now, since no is 
neither on Pp nor on P R , 8e can be reduced in such a 
way that Be C Wpp n W RR; then F(p, ~l> E l ) > 0, 
F(R'~HE1»0, and F(r'~l>El) has a negative minimum 
reached for some r, say r2 , for which 

F~(r2'~l>El)=0, r 2*p, r 2*R. 

Since F(r, ~,E) is ~,E continuous, uniformly over 
[p, R] (Sec. II) , it is uniformly continous in particular 
for ~, E coordinates of points of Q. Consequently 
F(r, ~l> EJ can be negative only in neighborhoods of the 
rforwhichF(r,~o,Eo)=O. Letri (i=1,2, .. "n) denote 
the roots of F(r, ~o, Eo) in neighborhoods of which 
F(r, ~l> E l ) < 0 for nl in some neighborhoods of no on Q. 
For any open neighborhood ]ri - h, ri + h[ of an ri one 
can find an open curvilinear neighborhood of no on Q, 

F 

p~--~~--------~R 

FIG. 6. ExampleoffunctionF(r,~,E) for~=~o. E=Eo 
coordinates of a point TIo at which a curve p,o touches Q. 
IIot WpR • 
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F 

FIG. 7. ExampleoffunctionF(r,~,E) for~=~o, E=Eoco­
ordinates of a point TIo at which a curve P'o touches Q. Do 
tf-WPR' 

8M for points in which all the values lower than or equal 
to zero that F(r, ~,E) reaches near ri correspond to 
values of r for which ri -h<r<ri +h (Figs. 8 and 9). 

(*) If there are one or more ri*ro, then since, for 
all the r i, ri *p, ri *R, and F(r i , ~o, Eo' =0, condi­
tion (10) implies that, for any ri, F;(ri,~o,Eo)=O 
(Fig. 8). Consequently, no may be an isolated point of 
Q, not strictly isolated but contained in an arc of Q; 
otherwise it is a common point of two or many special 
curves: no may be simultaneously on two or many 
arcs of Q corresponding to r in neighborhoods of ro 
and some r i , or on some arcs of Q and stationary 
curves corresponding to different ri, 

(*) If some ri=ro, for any h one can choose Bec8k 
in such a way that (Fig. 9) 

ro - h < r l • 2 < ro + h, 

Finally for any k and any open neighborhood 8 of no in 
the ~ E plane, one can find h:O; k and 8 e C 8 k C B n Q in 
such a way that there is at least one point nl with 
coordinates ~l> El in 8e , and so in 8, for which the 
equation F;(r, ~l> E l ) = ° has at least two different roots 
r l and r 2 for which 

ro - k:o; ro - h < r l ,2 < ro + h:O; ro + k. 

Thus no cannot be a regular point on Q. 

F 

FIG. 8. Example of function F(r ,~ • E) for ~ = ~ 0, E = Eo co­
ordinates of a point ITo where two curves Pro and P rl touch Q. 
TIoE I'PR and is the intersection of two arcs of Q corresponding 
to r in the neighborhood of ro and r I respectively (curve 1). 
Curve 2 shows an example of function F(r,~ ,E) for ~ , E coor­
dinates of a point in a neighborhood of IIo on Q where 
F(r,~,E)<O only for rl-h:,.;r:,.;rl+h. 
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F 

P~~,,~,~/~,------~--~ 
I T I 

rO -h ro ro+h 

FIG. 9. Example of function F(r,~ ,E) for ~ =~ 0, E=Eo 
coordinates of a singular point of Q (curve 1). Curve 2 shows 
an example of function F(r,~ ,E) for ~ , E coordinates of a point 
in a curvilinear neighborhood of ITo on Q where F(r,~ ,E) <0 
only for ro-hSrSro+h. 

VII. LEMMA 5 

Statement: Under Assumptions (H) let flo denote a 
point of Pp U PRo One of the following conditions is 
satisfied: 

flo ¢ WpR and there is an open curvilinear neighbor­
hood of flo on Pp or P R out of WPR ; or 

flo E r pR and there is an open curvilinear neighbor-
hood of flo on P p or P R which is an arc of r pR; or 

floE Q; or 

floE ppn PRo 

Proof: The arguments to be used are very similar to 
those developed in the immediately preceding section. 
Thus we do not go into all the details. 

If flo'i WpR , using the uniform ~,E continuity of 
F{r, ~,E) over [p, R] as in Sec. VI, we may prove that 
there is an open curvilinear neighborhood of flo on Pp 
or P R out of WpR ' 

If DoE" WpR , since floE Pp or DoE P R, any open neigh­
borhood of flo in the ~E plane contains some points of the 
exterior of Wpp or W RR and so flo E r PRo 

Then assume that flo E P P' flo ¢ P R and that in any 
curvilinear neighborhood e c of flo on Pp there is at least 
one point fll with coordinates ~u El for which F{r, ~ u El) 
< 0 for some r different from p. Since F{r, ~,E) is uni­
formly ~,E continuous over [p, R] (Sec. II) F(r, ~u E l ) 

can be negative only in neighborhoods of r for which 
F(r, ~ 0' Eo) = O. Since flo E" r pR' condition (10) is satisfied; 
it follows that two cases can occur: 

For any h there is a ec with a point Dl in ec for which 
F(r'~l>El)<O for p<r<p+h so thatF~{p'~HE1)<0. 
Since F~(r, ~,E) is continuous F~(p, ~o, Eo) =0 and 
floE'" (for instance see Fig, 10, curve 1); or 

For any h there is a () c with a point Dl in () c for 
which F(r,~uEl)<O for rr-h<r<rr+h, where rr 
denotes some r for which rr *p, F{rr, ~o, Eo) = O. Then 
from condition (10) it follows that F~(rr' ~o, Eo)=O and 
floE Q (for instance see Fig. 10, curve 3L 

Of course the case where the assumption Do E P P' 

flo,! P R is replaced by flo ¢. P P' Do E P R can be investi-
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F 

p~_/~,------~~----~R 
- I 

p+h 

FIG. 10. ExampleoffunctionF(r,~,E) for~=~o, E=Eo 
coordinates of a point TIoE.ppnQ (curves 1 and 3). Curve 2 
shows an example of function F(r,~ ,E) for ~, E coordinates of 
a point in a curvilinear neighborhood of Do on Pp where 
F(r,~ ,E) <0 only for p Sr sp + h. 

gated in a similar way. ObviOUS results completing 
the proof of Lemma 5 are then obtained. 

VIII. PROOF OF THEOREM 2 (STATED IN SEC. II) 

First assume that WpR dJ. From Lemmas 1-5 it 
follows that WpR is a closed domain of the ~E plane 
bounded by a continuous curve rpR made of arcs of 
P p, P R, Q and stationary curves P a; the different 
arcs are limited by singular points of Q, isolated points 
of Q on some arcs of Q, or common points of some of 
the curves Pp, P R , Q, P ai • 

In order to delimit WpR we shall divide the interval 
[p,R] into a finite number of subintervals (rJ, rJ+l) 
(j=1,2, ..• ,m; rl=p, rm=R) in which Wyy::JWpR*ch 
and W y •y can be delimited easily using Lerrimas 3-5. 
Then, iIsing relation (7) all the regions W Pr can be de­
limited for p increasing from p to R. Of course one can 
also determine the regions WRy for r decreasing from 
R to p in a similar way, 

Three cases can occur: 

(1) If for r> p in the neighborhood of p =rl there is 
no arc and no isolated point of Q, let r2 denote the 
lowest r> p for which an arc of Q or an isolated point 
of Q appears. Then for p < r<5; r 2 , Wpr can be delimited 
using Lemma 3 (Sec. V) (Fig, 2), 

(2) If for r > p in the neighborhood of p = ru there are 
only isolated points of Q (there is no stationary curve 
and no arc of Q), let r 2 denote the upper bound of the 
r> p such that this assumption is valid for the whole 
interval ]p, r[. From Lemmas 1-5 it follows that W Pr 

= wppn Wyy for p < r<5; r 2 (Fig, 3), 

(3) If for r> p in the neighborhood of p=rl there 
are some arcs of Q, let r 2 denote the lowest r> p for 
which P r is a stationary curve or some arc of Q 
reaches an isolated point of Q, or has a Singular pOint 
or a common point with another arc of Q (Figs. 1 and 
4). Then, from Lemmas 1, 4, and 5 it follows that, 
for p <5; r<5; r 2 each subarc of these arcs of Q contained 
in the interior of Wpp n Wyy divides Wpp n Wry into two 
regions, one of which contains W Pr; Wpy is the part of 
Wpp n W TT common to all these regions. 

Now assume that there is some r J such that the 
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regions W Pr have been delimited for all the rE [p, rJ 
Three cases similar to those just mentioned and 
numbered (1), (2), (3) can occur. They can be described 
by replacing p = ru Wpp, P P' r 2 , respectively, by rj 
WPrj , r prj , r j+1 in the three precedent statements, 
other notations remaining unchanged. Thus there is 
some r j+1 > rj such that Wpr can be delimited for any 
rE [p, rj+J. 

Of course for j> 1, any rj is a value of r-'SR for 
which, if rj *R, one of the following conditions is 
satisfied: 

(1) rj separates two subintervals of [p, Rl for r in 
which there are some points of Q or not; or 

(2) rj separates two subintervals of [p, Rl for r in 
which Q is made up of only isolated points or not; or 

(3) for r=r j , Prj is a stationary curve; or 

(4) for r=r j some arc of Q has a singular point or 
reaches an isolated point of Q or has a common point 
with another arc of Q. 

Since it was assumed that there is a finite number of 
rE [p,Rl for which any of these conditions can be satis­
fied [Assumptions (H)l, the interval [p, Rl can be covered 
by a finite number of intervals [r j , rj+ll. 

Assume that WpR=,fL If WPP *¢, for any point Ilo vlith 
coordinates ~o, Eo in Wpp, F(p, ~o, Eo) > O. Since F(r, ~,E) 
is continuous there is some h such that F(r, ~o, Eo) > 0 
for p -'S r < p + h. Since F(r, ~,E) is ~,E continuous uni­
formly over (p, R], there is an open neighborhood 8 of 
Ilo where F(r, ~,E) > 0 for p -'S r < p + h. Therefore, 
forp-'Sr<p+h, Wpr *¢, sothatWp *¢. Of course, 
similarly, if foro some r, say A, Wp~ *¢, there are some 
r>A for which Wpr*'o and so Wpr*'o. 

Now let L denote the upper bound of the r such that 
Wpa *¢ for any Q' E [p, rl. For any rE [p,~[, W Pr can 
be delimited as indicated for WpR when WpR *¢. Let J 
denote the greatest rj < L Of course for rE [J, L[, 
W Pr is a region delimited in Wp1 n Wrr by the arcs of Q 

contained in its interior, if any. Thus if 
o 

Wp/nwrr *¢, 

W Pr * 0. Finally from the definition of L it follows that 
WpL = 0 so that 

~LL='o. 
L is the lowest r for which 

o 

~rr=¢' 
IX. DISCUSSION OF ASSUMPTIONS (H)­
GENERALIZATION OF THE THEOREMS 

Assumptions (H) are not very restrictive. However, 
all of them are not necessary for Theorems 1-3 to be 
usable. 

First F(r, ~,E) should not necessarily be defined for 
any ~, E. If all the regions W rr or all the regions W;T 
are contained in some bounded open domain () of the 
~ E plane for p -'S r -'S R, the re suI ts are not changed ex­
cept that WpR, WpR , and NpR are three bounded regions 
covering e. 
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Similarly, F~(r,~,E) and F~(r,~,E) need not neces­
sarily never be zero simultaneously. In fact the argu­
mentation developed in Secs. II-VIII requires only the 
following less restrictive conditions: 

Each equation F(r, ~,E) = 0 should characterize a 
continuous curve P r separating two regions of the 
~E plane, one in which F(r, ~,E) > 0 and another in 
which F(r, ~,E) < O. 

When the system 

F~(r,~,E)=O, F(r,~,E)=O (13) 

has solutions in ~, E depending on r for r in ·some 
subintervals of [p, R), these solutions should be the co­
ordinates of the points at which the curve P r touches an 
envelope Q. 

Of course these conditions are satisfied if Assump­
tion (H) (2) is satisfied. However they may also be 
satisfied when Assumption (H) (2) is satisfied only for 
~, E roots of Eqs. (13). 

Thus Theorems 1-3 can be used under assumptions 
less restrictive than Assumptions (H). 

It is also easy to generalize Theorems 1-3 when the 
function F depends on three parameters ~, E, A in 
addition to the variable r. For any r, the regions Wrr 

and W;T are three-dimensional volumes separated by a 
surface PT' WpR and WpR are also three-dimensional 
volumes bounded by a surface r pRO r pR is made up of 
sheets which are pieces of P P' P R, stationary surfaces 
Pri and an envelope Q of the surfaces P r which is also 
a surface. Assumptions (H) and Theorems 1-3 can be 
adapted to this case straightforwardly. 

A similar generalization is also straightforwardly 
possible when F depends on more than three parameters 
in addition to the variable r. 

Finally, generalized Theorems 1-3 can be applied to 
the investigation of the roots of N equations of the form: 

F(x, r, ... ;~, E,A,"') =0, 

G (x, r, ... ; ~ , E, A, •.. ) = 0, 

H(x, r, ... ; C E,A,"') =0, 

where x, r, ... denote N variables and ~, E,A, ... the 
parameters. For instance, consider the system 

F(x, r; ~,E) =0, (14) 

G (x, r; ~ , E) = O. (15) 

In order to delimit the regions of the ~E plane in which 
Eqs. (14) and (15) have some or no roots in x, r with 
Pl -'S x-'S Ru P2 -'S r-'SR2, one can apply Theorems 1-3 
to the function F, or the function G, assuming that F 
(resp. G) depends implicitly on one variable and two 
parameters through two variables which, together with 
the parameters satisfy the condition G=O (resp. F=O). 
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X. EXAMPLES OF USE OF THE THEOREMS IN 
PHYSICS 

In this section we give some examples showing how 
the theorems proved in Secs. II-IX can be used for 
solving problems in physics. 

In two papers5• 6 we have investigated the behavior of 
cylindrical and spherical metallic probes immersed 
in homogeneous isotropic collisionless plasmas. We 
have shown that, when the surface properties of the 
probe are known, all problems concerning sheath 
structure and particles collection can be solved, at 
least numerically, using iteration. At each step, for 
each radial distance, one has to find the particles 
which reach this radial distance and those which do not. 

The classification of the particles is performed using 
the two constants of the motion which characterize each 
orbit of a particle with a given charge in this case. For 
instance, the condition for a particle to travel from the 
external sheath boundary with radius R to some point of 
the sheath at a radial distance r is 

E> u. b. r<p<IP(P, 0, 

with 

(16) 

(17) 

E~O, ~ ~O, r~p, (18) 

where Z, r, p, <p(r), ~, and E denote, respectively, 
the number of unit charges that the particle carries 
with the sign of the charge, the radial distance, the 
probe radius, the normalized potential at distance r, 
the normalized square of the angular momentum of the 
particle, and its normalized energy. 5 R may be finite 
or infinite. 

This is typically a problem which can be solved using 
our theorem. Hereafter we do not investigate this case 
further, since it is discussed in detail elsewhere, 5.6 

and we consider that more complex case where the 
plasma is no longer isotropic. 

0.1 

FIG. 11. Application of Theorem 3 to plasma sheath prob­
lems. Region common to all regions above the parabolas 
characterized by Eq. (19) for 2.4875::5r::52.8; ,g(r) = 19.6 
- 2. 5r2

; rp(r) is given by the curve shown on Fig. 14. Curves 
1,2,3 correspond respectively to r=2.8, 2.675, 2.4875. 
Conditions 1 of Theorem 3 are satisfied. 
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For a cylindrical probe immersed in a plasma with 
an imposed magnetic field parallel to the axis, the 
problem is similar but, Eq. (17) must be replaced by 

H(r,~)=ZqJ(r)+ (~ -:(r)r (19) 

with the same notation previously used except ~; in (19) 
~ denotes a constant of motion different from the angu­
lar momentum (which now is not constant); (3(r) is a 
linear function of g B(r)rdr, where B(r) denotes the 
magnetic field, everywhere parallel to the probe axiS, 
at radial distance r.7 Equation (16) characterizes the 
points of the ~ E plane which lie above all parabolas 
of equation E = Z<p(p) + [(~ - (3(p)/ p]2 for r < p < R. 

Figs. 11-13 illustrate the solution of Eq. (16) for 
decreasing values of r, in the case where this equation 
governs the motion of the ions through the sheath sur­
rounding a cylindrical probe immersed in an initially 
neutral Maxwellian plasma with an imposed magnetic 
field parallel to the axis of the cylinder. The sheath 
model is that described by the author in a previous 
paper7 [p = 0.3, R = 2.8 in units of the common Debye 
lengths of the plasma particles; (3(r) = 19. 6-2. 5r2]; 
the electric potential is that shown on Fig. 14; it 
illustrates the topology of a model with an overesti­
mated sheath radius [this radius is determined by suc­
cessive trials as indicated in Ref. 7 (Sec. II)]. 

Figure 11 illustrates the case where conditions 1 of 
Theorem 3 are satisfied; it corresponds to 2.4875 
..;: r";: 2. 8. 

Figure 12 illustrates the next interval of r (1. 7375 
..;: r";: 2.4875), in which conditions 3 are satisfied. For 
any r in this interval there is an arc of Q in W2.8.2.4875 

n Wrr• Figure 13 illustrates these two intervals and 
also what happens for lower r: Condition 3 are satisfied 
but there is no arc of Q in W2.8.1.7375 n W rr . 

Let us go a little more into details concerning the use 

2 

E 

0.0 

' __ , ." ••• J/ 

-..... __ ... 

, , , 

I , 
I 

I 

I 
I 

I 

FIG. 12. Application of Theorem 3 to plasma sheath problems. 
Region common to all regions above the parabolas character­
ized by Eq. (19) for 1.7375::5r::52.4875; cp(r) is given by the 
curve shown on Fig. 14. Curves 2 and 3 correspond respec­
tively to r = 2.4875 and 1. 7375. The arrows show 0; and Ii;. 
Conditions 3 of Theorem 3 are satisfied. There are two arcs 
of Q in W2.8.2.487Sn Wrr• 
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' .... ,~---....... ' .... 
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, , 

FIG. 13. Application of Theorem 3 to plasma sheath problems. 
Region common to all regions above the parabolas character­
ized by Eq. (19) for O.8625 s r s 2.4875; cp(r) is given by the 
curve shown on Fig. 14. Curves 1, 2, 3, 4 correspond respec­
tively to r= 2. 8, 2.4875, 1.7375, 0.8625. The arrows show the 
successive positions of 0; and 0;. Conditions 1 and 3 with or 
without the arc of Q in W Pr/' W". are satisfied successively. 

of Theorems 1-3 for the numerical investigation of the 
general case where the curves P r are the parabolas 
characterized by Eq. (19). First note that if B(r) and 
rp(r) are bounded and twice continuously differentiable 
functions for p.,;;; r";;; R, Assumptions (H) are satisfied; 
moreover, in this case, for two arbitrary radial dis­
tances r 1 and r2 , the corresponding parabolas always 
have no common point or two common points with finite 
coordinates ~ ",(ru r 2 ), E",(ru r 2 ), ~a(rl' r 2 ), and Ea(ru r 2 ) 

[; ",(ru r 2) .,;;; !;a(r1 , r 2)]. It is easy to prove that the sum 
and the product of ; a(ru r2 ) and ;a(ru r2 ) have an upper 
and a lower bound for p.,;;; r 1 .,;;; r2 ";;; R; it follows that the 
!; ",(ru r 2 ) and the ;a(ru r 2 ) corresponding to r 1 and r 2 

for which p.,;;; r 1 < r 2 ";;; R have an upper and lower bound. 

Then, for any rand p such that p.,;;; r<p .,;;;R, either 
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FIG. 14. Function cp(r) for Figs. 11-13. 

3,00 

P r and Pp have no common point and Wrrc Wpp or P r 

3,15 

and Pp have two common points with abscissas ~",(r,p) 
and ~a(r,p) and the points of P r for which E>H(P,!;) are 
only those with abscissas out of the interval [~",(r,p), 
!;a(r,p)]. Thus, either, for all p between rand R, P r 
and Pp have no common point and WRr=Wrr (rRr=p r); 
or there are some intervals 11> 12 , •• 0 [enclosed in the 
interval (r, R)] for p in which P rand P p have common 
points and the points of P r for which E > H(p, ~) for all 
p for which r < p .,;;; R are only those with abscissas such 
that 

~ < ~;, or; > ;;, 

where 

~;=lower boundrE'l UI U ... !;.,(r,p) 
1 2 

~; =upper boundrF 11 UI2u ... ~a(r,p), 

(20) 

(21) 

Of course !;; and !;; are always finite and between the 
absolute bounds of !;",(r,p) and of !;a(r,p) for p.,;;;r";;;p.,;;;R. 
Moreover, ~; and ~; are continuous functions of r. 

Finally, for ~ .,;;; ~; and ~ ~ ~;, W Rr is bounded by P r 
whereas, for!;;.,;;;!;.,;;; ~;, it is bounded by arcs of other 
curves. In the sequel 0; and 0; will denote, respectively, 
the points of P r with abscissas!;; and!;; when these 
points exist. 

If, when r decreases from rj to some lower value 
p, !;; increases and ~; decreases, from (20) and (21) 
it follows that, for each r, r Rr is made up of arcs of 
P r for!; .,;;;!;; and ~;.,;;; ~ and of an arc of r Rrj for !;; 
.,;;;!; .,;;; !;;. 

By contrast, if;; decreases and ~; increases, of 
course for!;; .,;;; ~ .,;;; ~;., r Rr is identical to r Rrj; this 
is a straightf6rward consequence of (20) and (21). 
However, the arcs of r Rr corresponding to ~;.,;;; ~ .,;;;~; 

and ~;i";;; !; .,;;;~; are different from those of rRrj for j 
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the same ~; otherwise there would be points of r Rq both 
in W Rr and out of W Rp for some p E ]r, r j [. Then from 
Theorem 3 it follows that for ~;.;: ~ .;: ~;I and ~;I .;: ~ .;: ~;, 
r RT is made up of arcs of the envelope Q and these arcs 
are generated by 5; and 5;, which are the pOints of con­
tact of P

T 
with Q, when r varies. 

The cases where ~; and ~; increase or decrease sim­
ultaneously are more complicated but can be investi­
gated in a similar obvious way. 

In any case these results can be used in a very simple 
way for progressive numerical delimitation of the regions 
WRr , for r decreasing from R to p. For instance, ~; 

increases or t+ decreases when r decreases if, for any 
'-,r 0 

r, 5; is in the regions Wpp corresponding to p < r. 

XI. CONCLUSION 

We have given a powerful method for finding param­
eters ~,E for which equations of the form F(r, ~,E) 
=0 have some or no roots in given intervals, for a large 
class of functions F. This method is based on very gen­
eral theorems with rather elementary and easily gener­
alizable hypotheses (Secs. II and IX), and so it is suit­
able for solving a large class of problems. We have 
given examples of how it can be used in physics to solve 
some a priori very complicated problems rather easily 
and with the minimum of numerical operations (Sec. X). 
Of course, problems of other kinds than those mentioned 
in Sec. X can be solved with this method. Among them 
let us mention those concerning the photoelectron sheath 
around spatial probes8 or the structure of flat galaxies. 9 

There are also plasma sheath problems in plane 
symmetry. For instance, when there is a magnetic 
field B(r) with fixed direction parallel to the planes 
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where the electric potential cp(r) and the particle den­
sities are constant, the equations governing the motion 
of particles carrying Z unit electric charges (Z:;:: 0) are 
of the form (16) with 

(22) 

In (22) (3(r) is a linear function of J B(r) dr and ~ is a 
constant of the motion. The curves Pr are parabolas, 
two of which have in general one common point. These 
problems and others are introduced in our thesis lO and 
will be discussed in further papers. 
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Kerr's theorem and the Kerr-Schild congruences * 
D. Cox 

Department of Mathematics. Physics. and Astronomy. Sui Ross State University. Alpine. Texas 
(Received 29 November 1976) 

A simple flat spacetime derivation of the Kerr-Schild congruences is presented starting from Kerr's 
theorem. 

It is well known that the Kerr-Schild spacetimes1 are 
constructed from a null vector field in Minkowski 
space. This vector field is found to be geodesic and 
shear-free (GSF). In addition, the vector field is trans­
lationally invariant, In this paper, we present a simple 
derivation of the Kerr-Schild congruences starting 
from Kerr's theorem2 and invoking translational in­
variance. We also show that the Kerr congruence is a 
Kerr-Schild congruence for which the translational 
Killing vector is timelike and, in addition, the con­
gruence is rotationally invariant. We will approach the 
problem strictly from a flat spacetime viewpoint and 
will prove three theorems which will be stated later. 

We emphasize that what follows does not show that the 
metric given by 

g.b = 7J.b +h~.~b 

satisfies the vacuum Einstein field equations. This can 
only be shown by the substitution of this metric into the 
field equations and the subsequent solution of those 
equations. 

Before proceeding, we must discuss notation. The 
two references sited above use the same symbols u, v, 
/:, I, Y, but these have Slightly different meanings. The 
main difference arises from using different Signature 
for the metrics. In this paper, the notation of Ref. 2 is 
used, To clarify the notation, we will now present the 
results which are needed from both papers. The metric 
of Minkowski space is given by 

ds2 = 2dudv - 2di: df = (1. nb + nalb - m. rnb - rn. mb)dx
a 
dxb, 

where la, na, m., rna is any constant normed null tetrad. 
Then Kerr's theorem states that the most general ana­
lytic GSF null congruence ~. is given by ~. = n., or by 

~.=l. + Yma + Ym. + YYn.. (1) 

Y is a complex function of the coordinates u, v, /:, 'f 
defined impliCitly by F = 0, where 

with 

X,=u+Y/:, x 2 =f+yv. 

(2) 

Any constant null tetrad can be chosen and then, by 
coordinate transformations, coordinates can always be 
chosen such that 

D=Z·o.=ov, .6.=nao.=ou' 
6=m aoa=-Ot, 6=mao.=-oe' 

The Kerr-Schild space-times have metrices of the 
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form 

g.b = 7J ab +h~a~b' 

where 7Jab is a Minkowski metric and ~a is a GSF null 
congruence in Minkowski space of the form (1) with 

F= cf>(Y) + (q +p Y)X, - (c +qY)X2 = O. 

The function h is given by 

h = mp-3(p + p), 

where p is the complex expansion of the congruence 
~. and 

p=pYY+qY+qY+c, 

with m, p, c real constants and q a complex constant. 
rp is an arbitrary analytic function of Y. 

The Kerr congruence is that particular Kerr-Schild 
congruence which yields the Kerr metric. 3 It is the 
particular choice of p = c = 2 -1/2, q = 0, and 

d>=iaY, 

where a is a real constant. 1 

We will now state and prove the first of the three 
theorems. 

Theorem I: Let T· =pZ· -qm· -qm· +cn·, with p and 
c real constants and q a complex constant, be a trans­
lational Killing vector in Minkowski space. The most 
general analytic GSF null congruence ~. which is in­
variant under dragging along by T· is given by ~a = 1'1., 
or by ~. of the form (1) with 

F = rp(Y) + (q + P Y)X1 - (c +qY)X2 , (3) 

rp is an arbitrary analytic function of Y. 

We note, in paSSing, that P defined above is T· ~. 

We demand that ~. be invariant under dragging along 
by T·. This implies that the Lie derivative of ~. with 
respect to T· is zero; that is, 

t~. = ~ •. bTb + ~bTb .• =0, 
T 

(4) 

Since T· is a constant vector; Tb, a = 0, If ~a = n., we 
see that the condition is trivially satisfied. In the more 
general case we find 

=0. 
Since rna, ma' and n. are independent vectors, we see 
that 

t ~.=O if and only if TY= Tby &=0. 
T • 
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The directional derivative T is given by 

T =pov +qoe +qo, +co u• 

We will need the two derivatives 

TX1 = c +qY + ~TY, (5a) 

TX2 =(q +pY) +lITY. (5b) 

In Ref. 2, it was shown that the congruence is GSF 
provided 

(ov - Yo~)Y=O, 

(oe - You)Y=O. 

(6a) 

(6b) 

We find that the congruence is translationally invariant 
if 

(pov +qof +qoe +cou)Y = O. 

Now we consider the system of equations 

(a v - ya~)X = 0, 

(6c) 

(7a) 

(7b) 

(7c) 

where for the moment Y is considered to be known. 
This is a system of linear partial differential equations. 
A necessary and sufficient condition for this system to 
be completely integrable, i. e., for a solution to exist, 
is given by Eisenhart (Ref. 4, pp. 69-70). This in­
tegrability condition is simply that the commutators of 
the linear operators (a v - yat), (a e - Yau), and (pal' +qa~ 
+qa e +co) should be linear combinations of these 
operators. When these commutators are worked out, 
the condition is satisfied provided Y satisfies (6). 

We now assume Y is a solution of (6). Then, Eqs. (7) 
are integrable. From the derivatives (5) we see that a 
solution is 

(q +PY)X1 - (c +qY)X2 • 

The most general (analytic) solution is then 

X=f(q +pY)X1 -(c + qY)X2 ), 

where f is an arbitrary analytic function of its 
argument. 

In particular, the solution Y must be of this form: 

Y = g(q + P Y)X1 - (c + qY)X2 ) <!:=;> Y - g((q + P f)x1 

- (c +qY)X2) = o. 
This can also be written in the form 

F = ¢(Y) + (q +pY)X1 - (c +ijY)X2 = 0, 

where ¢ = - g-l. Thus, Theorem I is proven. We also 
see that the Kerr-Schild congruences are those GSF 
congruences which are translationally invariant as 
previously stated. 

Before we state the second theorem, we recall the 
definition of the null coordinate system in terms of the 
usual Cartesian coordinate system, 

u= 2-1/ 2(t_Z), 1l=2-1/2(1 +z), ~=2-1/2(X+iy). 

Let R a be a space-like rotational Killing vector. Since 
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we are free to choose any null tetrad and the associated 
coordinates, coordinates can always be chosen such 
that R a pOints along the z axis. The directional deriva­
tive R·a" is then well known and given by 

R ~Raaa=xay - ya%. 

It is quite easy to show from the above transformation 
and its inverse that in the null coordinates, this is 

R = i(~ ilc - fae). 
The vector R a is given by 

R a -= i(fm a _ ~ma). 

Theorem II: Let R a -= i("fma - ~ma) be a spacelike rota­
tional Killing vector in Minkowski space. The most 
general analytiC GSF null congruence ~. which is in­
variant under dragging along by R" is given by ~a=n., 
or by ~" of the form (1) with 

(8) 

where a and f3 are arbitrary analytic functions of Xl" 

We demand that ~a be invariant under dragging along 
by R a

• This implies that the Lie derivative of ~a with 
respect to R a is zero; that is, 

t~.-=~. bRb+~bRb a=O. 
II ' , 

The case ~a = n. is identically satisfied. The more 
general case gives 

t ~a = (RY -iY)m" +(RY +iY)ma +R(YY)na = 0, 
R 

using the fact that 

f,.=m a• 

Since rna, rna, na are independent 

RY-iY=O, 

R(YY)=O. 

(9a) and (9c) follow from (9b) so we have 

t ~a -= 0 if and only if R Y = - i Y. 
II 

We will need the derivatives 

RX1=in +?;RY, 

RX2 = -{f + lIRY. 

(9a) 

(9b) 

(9c) 

(lOa) 

(lOb) 

In order for ~ GSF null congruence to be rotationally 
invariant then Y must satisfy the system of equations: 

(01' - yat)Y = 0, 

(a e - yau)Y=o, 

(~ac - fae + l)Y -= o. 

(11a) 

(l1b) 

(llc) 

Thus, we are lead to consider the system of equations: 

(a,,- yaf)X=O, (12a) 

(12b) 

(12c) 

D.Cox 1189 



                                                                                                                                    

where for the moment we consider Y to be known. This 
system is found to be completely integrable provided 
y satisfies (11). 

We now assume Y is a solution of (11). Then Eqs. 
(12) are integrableo Using (9b) in (10) we find 

RXI =0, 

RX2 = -iX2 • 

The most general solution is therefore 

X=j(X\)X2 • 

where j is an arbitrary analytic function of its 
argument. 

In particular, the solution Y must be of the form: 

Y=g(X1 )X2 ~ Y-g(XI )X2 =Oo 

This can also be written in the form: 

F= Q(X\)Y+~(XI)X2=0, 

where a and (3 are arbitrary analytic functions of Xl' 
Thus, Theorem II is proven. 

The last theorem to be proved follows directly from 
the first two. 

Theorem Ill: The most general analytic GSF null con­
gruence ~a which satisfies Theorems I and II is given 
by ~. = na, or by ~. of the form (1) with 

F=iaY+PYX1 -cX2 , 

where a is a real constanL 

If Y is to satisfy both theorems, then the commutator 
of the two operators Rand T must be a linear combina­
tion of R, T, (ov - YOt), and (oe - yo). Working out this 
commutator, we find 

This is of the desired form provided q = O. If we now 
compare (3), with q = 0, with (8) we see that they are 
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compatible provided ~= - c, cp=Ayand Q=pX1 +A, 
where A is a complex constant. Thus, 

F=AY+pYX1 -CX2 • 

If we examine the terms linear in Y in this expression 
we find they are 

[A + pu - c v]Y. 

Thus, the real part of A can be eliminated by a transla­

tion of the origin of either u or 1) or both. Therefore, F 
can always be written in the form 

F=iay+pYXI -cX2 , 

proving Theorem III. 

If the vector T a is timelike, then a tetrad can be 
chosen such that 

T a=2-1 / 2 (Za +na) 

or P=C=2-1
/

2
, proving the statement about the Kerr 

congruence. 
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Composite next nearest neighbor degeneracy 
Richmond B. McQuistan 

Department of Physics and Laboratory for Surface Studies. University of Wisconsin-Milwaukee. Milwaukee. 
Wisconsin 53201 
(Received 8 October 1976) 

Expressions are derived which yield. exactly. the composite degeneracy of those arrangements of simple. 
indistinguishable particles on a one-dimensional lattice space. which are characterized by the number of 
nearest and next nearest neighbor pairs. 

I. INTRODUCTION 

For one-dimensional systems in which the next near­
est neighbor approximation is assumed, the most gen­
eral expression for Ep the interaction energy is written 
(see Fig. 1) 

(1 ) 

where nu , nOlO and noo are, respectively, the numbers 
of occupied, mixed, and vacant nearest neighbor pairs 
on the lattice space; nUl> nuo ' n lOlO 11000' noo!> and nOlO 
are the numbers of the various possible kinds of next 
nearest neighbor pairs; and Vu , VOl> Vu, Vup VUO ' 

VlOl> V 000' V ool> and VOlo are the corresponding poten­
tial energies of interaction. 

This expression, Eq. (1), for the interaction energy 
does not preclude the special situations in which Vlll 
= VlOlO Vooo= VOlo' and VOOl = VOll , Le., in which the 
interaction between two next nearest neighbor pairs is 
independent of the state of occupation of the intervening 
site. 

In the present paper we develop expressions which 
describe, for simple, indistinguishable particles dis­
tributed on a one-dimensional lattice space which con­
sists of equivalent sites, the degeneracy of arrange­
ments containing a specified number of occupied, mixed, 
and vacant nearest neighbor pairs and of next nearest 
neighbor pairs of the 111,110,101,000,001, and 010 
types. It should be clear that the subscript 1 refers to 
occupation and 0 to vacancy. 

We discuss the respective degeneracies in terms of 
the vacancy and occupation of lattice sites on the space. 
Clearly, the results are valid for any binary variable 
such as spin or A-B atoms in a binary alloy for which 
a one-dimension lattice is appropriate. 

Previous papers l
-

4 concerned with the degeneracy for 
one-dimensional lattice spaces, have treated special 
cases in which only one kind of nearest neighbor pair 
(i. e., either occupied, mixed, or vacant) is involved. 
Recently, another article5 had dealt with the composite 
degeneracy for all three kinds of nearest neighbor pairs 
11, 01, and 00. SpeCifically, the present paper extends 
these results to include next nearest neighbor pairs of 
all possible kinds. 

We note, first, that the quantities represented by n
ll

, 
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n Ol ' and noo are not independent but are related by the 
fact that on any particular arrangement there are a 
total of N -1 nearest neighbor pairs of all kinds, i. e. , 

(2) 

Similary, the next nearest neighbor pairs represented 
by nUl> n uo ' nOlO' nooo, nool> and nOlO are not independent 
but are subject to the constraint that their sum is the 
total number of next nearest neighbor pairs on the 
array, i. e. , 

(3) 

In addition to these relationships, there are other 
equations relating members of the sets {n/

J
} and {n/

J
_} to 

each other and to the particles and N lattice sites. We 
derive such relationships in the following section. 

II. RELATIONSHIPS AMONG {nii~' {niikJ ,q AND N 

For purposes of the following discussion we consider 
the &ites of the lattice space to be numbered consecu­
tively from left to right, 1,2, •.. ,N -1 ,N. The state of 
occupation of sites numbered 1, 2, N -1, and N deter­
mine whether nOl> nuo , and nOOl are even or odd and 
thereby specify the form of the relationships we seek. 

The ten possible arrangements involving the state of 
occupation of sites 1, 2, N -1, and N are shown in Fig. 
2. The state of occupation of the remaining N - 4 sites 
is not germane to the discussion in this section. 

(8) Sites 1, 2, NOlO and N are all vacant [see Fig. 
2(a)] 

In the case depicted in Fig. 2(a) each individual, iso­
lated particle and each group of contiguous particles 
are surrounded on both the right and left by at least one 
vacancy. Consequently, 01-type nearest neighbor pairs 
and nO-type next nearest neighbor pairs appear in sets 
of two. Except for the two vacancies or group of con­
tiguous vacancies incorporating sites 1, 2, and N - 1, 
N, each individual vacancy and each group of contiguous 
vacancies are surrounded on the right and left by at 
least one particle. Consequently, ~Ol-type next nearest 

101 101 I 101010101 I 10101 I I 101 I 10101 I I 
FIG. 1. In this figure N, the number of sites is 23 and q, the 
number of particles, is 11. The number of the various kinds of 
nearest and next nearest neighbor pairs is': 

nu=5, 

nOl=l1, 

noo= 6, 

n111 = 2, 

n110= 6, 

nlOI = 1, 
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nOOo=l, 

nOOI = 9, 

notj)= 2. 
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(e) 

} (0 
(g) 

} 

} 

FIG. 2. In this figure we show 
the ten possible arrangements 
involving the state of occupa­
tion of sites I, 2, N-1, and N. 
In those cases, e. g., (g), 
where reflective symmetry 
can arise we have shown it as 
a single case. 

0 0 

0 
(h) 

0 
} 0 0 

0 0 

0 ~ I 0 
0 0 0 o } (j) 

neighbor pairs appear either in sets of two or in two 
single pairs, one at each end of the space. Thus we 
may write 

2q=nOl +2nll , (4) 

2(N - q) - 2 =nOl + 2noo ' (5) 

(6) 

2nOO - 2 = nOOl + 2nooo . (7) 

Equation (4) can be derived by drawing, whenever pos­
sible, from each occupied site, two lines, one to the 
right and one to the left (see Fig. 3) across the separa­
tions between the sites. Thus, a single line across a 
separation represents a mixed nearest neighbor pair and 
a double line signifies an occupied nearest neighbor 
pair. An accounting of the lines leads to Eq. (4). 

If, in a manner similar to that outlined above, lines 
are drawn, when possible, from a vacant site to its 
adjacent sites, then there will be a total of 2(N- q) - 2 
lines. In this case the occurrence of a double line across 
a separation indicates a vacant nearest neighbor pair, 
and a single line represents a mixed nearest neighbor 
pair. An accounting of the lines leads to Eq. (5). 

If, from each pair of occupied nearest neighbor sites, 
lines are drawn, when possible, to adjacent sites there 
will be 2nll lines; 2nlll of these lines are associated 
with next nearest neighbor pairs of the Ill-type and 
nuo lines are representative of UO-type next nearest 
neighbor pairs. Eq. (6) follows. A similar construction 
for vacant nearest neighbor pairs leads to Eq. (7). 

An examination of Eqs. (4)-(7) indicates that nOl is 
even, as are nuo and nool' 

(b) Site 1 is occupied and sites 2, N - 1, and N are 
vacant [see Fig. 2(b)1. 

nOl is odd in this case because each occupied site or 
group of contiguous occupied sites (except the one involv­
ing site 1) has two mixed nearest neighbor pairs as­
sociated with it; site 1 has a single mixed nearest neigh­
bor pair associated with i10 
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FIG. 3. This figure is used in deriving Eq. (4). A line is 
drawn from an occupied site to its adjacent nearest neighbor 
sites, In the case where a particle res ides in site 1 and! or N, 
a single line is drawn from the occupied site to the adjacent 
site. 

N= 23, q = 13 and nl1 = 7 (double lines), nO! = 12 (single lines), 
noo ~ 3, 

Because all occupied nearest neighbor pairs or con­
tiguous groups of occupied nearest neighbor pairs are 
surrounded by at least a single vacancy at each end, 
both on the right and on the left, there are always an 
even number of next nearest neighbor pairs of the 110 
type. 

n OOl is always odd because all vacant nearest neighbor 
pairs occur in sets of two except the one that is farthest 
to either end of the space (when site 1 or N is occupied). 

We conclude that nOl and nool are odd and nuo is even" 
By constructions similar to those performed in con­
nection with Eqs. (4)-(7) we may write 

2q -1 =nOl + 2nll , 

2(N - q) -1 =nOl + 2noo , 

2nll = nuo + 2nlll , 

2noo - 1 = nOOI + 2nOOO' 

(c) Sites 1, N - 1, and N are vacant and site 2 is 
occupied [see Fig. 2(c)l. 

(8) 

(9) 

(10) 

(11) 

In this case, by means of the reasoning outlined above 
we conclude that nOl is even, nuo is even, and nOOl is 
odd. Then the relationships we seek are 

2q == nOl + 2nu , (12) 

2(N - q) - 2 =nOl + 2noo ' (13) 

(14) 

(15) 

(d) Sites 1 and 2 are occupied and sites N -1 and N 
are vacant [see Fig. 2(d)]. 

no!> l1uo ' and noOl are all odd and we write 

2q - 1 = n01 + 2nll , (16) 

2(N - q) -1 =nOl + 2noo , (17) 

(18) 

2nOO - 1 = nOOl + 2nOOO' (19) 

(e) Sites 1 and N -1 are occupied and sites 2 and N 
are vacant [see Fig. 2(e)] . 

It follows that 

2q - 1 = nor + 2nll , (20) 
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2 (N - q) - 1 = nOl + 2noo , (21) 

2nll = nIlO + 2nlll> (22) 

2noo = noOl + 2nooo , (23) 

where nOl is odd and nno and nOOl are even. 

(£) Sites 1 and N are occupied and sites 2 and N-1 
are vacant [see Fig. 2(f)}. 

nOl ' nuo ' and noO! are all even. It follows that 

2q - 2 = nOl + 2nll , (24) 

(25) 

(26) 

(27) 

(g) Sites 1 and N are vacant and sites 2 and N -1 are 
occupied (see Fig. 2(g)J 

nov nllO ' and noOl are all even. Then 

(28) 

2(N - q) - 2 =nOl + 2noo , (29) 

(30) 

2nOO = nool + 2nooo· (31) 

(h) Sites 1, 2, and N - 1 are occupied and site N is 
vacant [see Fig. 2(h)J 

nOl and nllO are odd; nOOl is even, so that 

2q - 1 = nOl + 2nu , 

2(N - q) -1 =nOl + 2noo , 

2nu - 1 = nuo + 2nlll , 

(33) 

(34) 

(35) 

(i) Sites 1, 2, and N are occupied; site N -1 is va­
cant [see Fig. 2(i)) 

nOl and noOl are even and nllO is odd. We can then 
write 

TABLE 1. The eight (23) possibilities for the even or odd 
character of nOb n110. and n001 are shown together with the 
corresponding arrangement in Fig. 2. 

nO! nuo nOO1 Arrangements 

even even even (a). (f). (g), (j) 

even even odd (c) 

even odd even 0) 

odd even even (e) 

even odd odd not possible 

odd even odd (b) 

odd odd even (h) 

odd odd odd (d) 
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2q - 2 = nOl + 2nll , (36) 

2(N - q) = nOl + 2noo' (37) 

2nu - 1 = nllO + 2nlll> (38) 

2nOO = nool + 2noOO' (39) 

0) Sites 1, 2, N - 1, and N are all occupied [see 
Fig. 2(j)] 

nOl ' nllO ' and nool are all eve nand 

2q - 2 =nol + 2nll , 

2(N - q) =nOl + 2noo , 

(40) 

(41) 

(42) 

2nOO =nool + 2nooo. (43) 

It should be noted that the selection no!> even; nao , 
odd; nOOl ' odd; cannot exist because if nol is even, cells 
1 and N are either both vacant or they are both occupied. 
If they are both vacant then nllO cannot be even because 
that would require at least one particle in site 1 or N. 
If nOl is even and sites 1 and N are occupied, noOl cannot 
be even because that would require that either site 1 or 
Nbe vacant. 

The results of the foregoing section are summarized 
in Table I. 

III. DETERMINATION OF A [{nij },{nijk}, q, N] 

To determine the analytic forms of A[{niJ},{niJk},q,N] 
we consider the 23 cases arising when the three quan­
tities nOl ' nUO' and noOl individually assume odd and even 
values (see Table I). 

A. nOI , n llO, and nool are all odd [see Case (d) and 
Fig. 2(d) discussed in Sec. II] 

We define a "particle unit" to be either a single par­
ticle or group of contiguous occupied sites (see Fig. 4). 
Each "particle unit" is separated from other "particle 
units" by one or more vacancies. In this case, sites 1 
and 2 are occupied while sites N - 1 and N are vacant 
(or sites N - 1 and N are occupied while sites 1 and 2 
are vacant). Thus, there is associated with each "par­
ticle unit" two mixed nearest neighbors except for the 
"particle unit" at one end of the space which has only 
one mixed nearest neighbor associated with it. Con­
sequently, there are (nol + 1)/2 "particle units." 

Similarly, there are "vacancy units" each of which 
consists of either a single vacancy or group of con­
tiguous vacancies (see Fig. 4). Each "vacancy unit" is 
separated from other "vacancy units" by one or more 
contiguous particles. There are associated with each 
"vacancy unit" (all but the two vacancy units on the ends 

FIG. 4. There are five "particle units" (see dashed boxes) on 
this space which depicts Case (d) in Fig. 2. In Fig. 4 five 
"vacancy units" are also present. 
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of the array serve to separate the "particle units") 
mixed nearest neighbor pairs, one at each end, except 
for the "vacancy unit" incorporating sites N - 1 and N 
(or sites 1 and 2) which is terminated at one end only 
by a mixed nearest neighbor pair. Thus, there are 
(nol + 0/2 "particle units 0" Of such separations nOl are 
next nearest neighbors of the 101 type and (nOl -1)/2 
- nlOI are separations involving two or more vacancies. 

A group of vacancies constituting the separation be­
tween any two "particle units" may be exchanged with 
other groups of vacancies separating other pairs of 
"particle units," subject only to the constraint that nlOI 
must be preserved. This implies that the group of 
contiguous vacancies may be permuted among them­
selves under the restriction that the number of separa­
tions of "particle units" which consist of a single 
vacancy, is prescribed. In this way 

(

nOl + 1)/2) 
n lOl 

independent arrangements can be constructed without 
violating the specification of the number of the various 
kinds of nearest and next nearest pairs 0 

Each "particle unit" which consists of two or more 
particles will be terminated at each end by a next near­
est neighbor pair of the 11 0 type, except for the "par­
ticle unit" containing the particles in sites 1 and 2 (or 
N - 1 and N) which is terminated at one end by one next 
nearest neighbor pair of the 110 type and by the end of 
the lattice space at the other end. Thus there are 
(nuo + 1)/2 "particle units" consisting of two or more 
particles. Then nlll next nearest neighbor pairs of the 
111 type can be distributed among the "particle units" 
which contain two or more particles in 

(

{nuo + 1 )/2 + 11m -1\ = ~l1ll -1)/2 + I1LU) (44) 

nlll J" nUL 

independent ways. Here we consider the "particle units" 
which contain two or more particles to represent 
numbered boxes among which the nUL nearest neighbor 
pairs of the 111 type may be distributed. 6 

Without affecting the two possible permutation pro­
cesses outlined above, we can consider the permutation 
of the (nol +1)/2 "vacancy units" (see Fig. 4) which are 
separated from each other by the (1101 + 1)/2 -1 "particle 
units. " Such separations between the "vacancy units" 
can be classified into two types: the next nearest neigh­
bor pairs of the 010 type involving a single particle be­
tween two "vacancy units" and separations consisting of 
two or more contiguous particles. The particle or 
groups of contiguous paticles between any two "vacancy 
units" can be exchanged with the particle or group of 
particles separating other "vacancy units" provided that 
for any particular arrangement nOLO is conserved. This 
may be done in 

(
1101 -0/2) 

nOLO 

independent ways. 

(nOOI + 1)/2 of the "vacancy units" contain two or more 
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vacancies. The noao next nearest neighbor pairs of the 
000 type can be distributed among the three "vacancy 
units" in 

({nOCJl + 1)/2 +11000 -1\ 

" l~oo ) 

independent ways without affecting the number of 101 
type next nearest neighbor pairs. 

Thus, for the situation in which nOl ' nuo , and noOI are 
odd, the composite degeneracy may be written 

A[{n jj}, {I1IJ~}' q, N) 

= 2/(l1uo - 1 )/2 + I1Ul) ((noOl -1)/2 + nooo) 
\ nlll nOOo 

X(nol -0/2)(nOI -1)/2), (45) 
n lOl \ 11010 

where the coefficient 2 arises because of the lack of 
reflective symmetry of the Case (d) arrangements. 

B. nO! and n 110 odd and n OOI even [see Case (hI and 
Fig.2(h)} 

In this situation there are associated with each "par­
ticle unit" two mixed nearest neighbor pairs except for 
the "particle unit" which incorporates the two particles 
contained in sites 1 and 2. Consequently, there are 
enol + 1 )/2 "particle units." 

Because each "vacancy unit" except that which con­
tains site N if it is vacant (or site 1 if it is vacant) has 
a mixed nearest pair at each end, while the vacant site 
on the end has a single mixed nearest neighbor pair as­
sociated with it, there are (nol + 1)/2 "vacancy units." 
Of these "vacancy units" (nOl +1)/2 -1 == (nOl -1)/2 sepa­
rate the" particle units" and nlOl of these separations 
consist of a Single vacancy and (nOl - 1)/2 -nOl do not. 
Thus, there are 

independent ways that the nlOl next nearest neighbors of 
the 101 type may be permuted between the "particle 
units" without altering the number of 101 type pairs. 

Each "particle unit" conSisting of two or more par­
ticles except for the "particle unit" containing the par­
ticles in sites 1 and 2 (or N -1 and N if they are oc­
cupied) will have two next nearest neighbor pairs of the 
110 type associated with it. Thus there are (nuo + 1)/2 
"particle units" which consist of two or more particles. 
The nUL next nearest neighbor pairs of the 111 type can 
be distributed among those "particle units" which con­
tain two or more particles in 

(nuo + 1) /2 + nUl -1) _ (nuo - 1) /2 + n11l) 
nUL - nUL (46) 

independent ways. 

Conversely, the (1101 + 1)/2 "vacancy units" are sepa­
rated from each other by (nOl + 1)/2 -1 = (nOl -1)/2 
"particle units." As previously, such separations be­
tween the "vacancy units" can consist of a single par­
ticle or sequences of contiguous particles; each separa-
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Hon consisting of a single particle constitutes a next 
nearest neighbor pair of the 010 type. Such separations 
can be distributed among the (nol -1)/2 separations in 

independent ways. 

(noo/2) of the "vacancy units" contain two or more 
vacancies because each of such "vacancy units" are 
terminated at each end by two next nearest neighbors 
of the 001 type. The 12000 next nearest neighbor pairs of 
the 001 type can be distributed among the "vacancy 
units" constaining two or more vacancies in 

(",",/2:'_ -1) 
independent ways without affecting the number of next 
nearest neighbor pairs of the 101 type. Thus when nOl 
and nuo are odd and nOOl is even the composite degen­
eracy may be written 

A[{n/J},{nIJk}, q ,N] 

= 2 (nuo -1)/2 +nl11\ (nool/2 +nooo -1) 
nlU J nooo 

x (nol -1)/2) (nol -1)/2), 
nlOl nOlO 

(47) 

where the factor 2 again arises because with equal 
probability either sites 1 and 2 can be occupied or sites 
N -1 and N can be occupied in situations where 1201 and 
nuo are odd and 12001 is even. 

C. n OI odd and, n110 and noo l are even [see Case (e) and 
Fig.2(e)) 

In this situation, sites 1 and N - 1 are occupied and 
sites 2 and N are vacant (or sites 2 and N are occupied 
and sites 1 and N -1 are vacant). By reasoning similar 
to that contained in the two previous cases it can be 
shown that 

D. n OI and nool are odd and n 110 is even [see Case (b) 
and Fig. 2(b)] 

(48) 

Here, site 1 is occupied and sites 2, N - 1, and N are 
vacant (or site N is occupied and sites 1, 2, and N-l 
are vacant) and the degeneracy is given by 

A[{n/J},{n/ik}, q, NJ 
=(2 nuo/2 + nlU -1) {(n001 -1)/2 + nooo\ 
~ n1l1 \ nlOl ) 

X (1201 -1)/2) {(nOl - 1 )/2). 
nlOl \ nOlO 

(49) 
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E. nO! and n1l0 are even, and nOO! is odd [see Case (e) 
and Fig. 2(e)] 

This situation arises when site 2 is occupied and sites 
1, N - 1, and N are vacant (or site N -1 is occupied and 
sites 1, 2, and N are vacant). 

A[{nIJ},{nIJk}, q,N] 

= 2(nUO/2 + nUl - 1) {(12ool - 1) /2 +12000) 
nUl \ 12000 

x (norl2 -1)(1201/2). 
nlOl nOlO 

F. nO! and nQO! are even and n 110 is odd [see Case (j) 
and Fig. 2(il J 

(50) 

When sites 1, 2, and N are occupied and site N -1 is 
vacant (or when sites 1, N -1, and N are occupied and 
site 2 is vacant) we obtain 

A[{ niJ}, {nw}' q, N] 

== 2 (nuo -1 )/2 + nl11\ (1200l/2 +12000 - 1) 
nUl ) \ noo~ 

G. nO!, n llO, and nOO! are all even [see Cases (aI, (t), 
(g), and (j) and Figs. 2(a), 2(t), 2(g), and 2(j)] 

This situation is complicated by the fact that 

(51) 

nOl ' nuo , nOOI all even can arise in four distinct ways, 
all of which involve a symmetry of occupation/vacancy 
of sites 1, 2, N -1, and N. 

When nOl> nuo , and 12001 are all even and sites 1, 2, 
N -1, and N are all vacant, there are (1201/2) "particle 
units" because each "particle unit" has two mixed near­
est neighbor pairs associated with it. These "particle 
units" are separated by (1101/2)-1 "vacancy units" be­
cause the two "vacancy units" incorporating sites 1 and 
2 and sites N -1 and N do not separate "particle units. " 
Any group of contiguous vacancies which serves to 
separate two "particle units" may be permuted with 
other groups of vacancies, subject to the constraint that 
nOl be conserved. By such permutations, 

independent arrangements can be created. 

Each "particle unit" which consists of two or more 
particles is terminated at each end by a next nearest 
neighbor pair of the 110 type. Thus, there are (nllo/2) 
"particle units" consisting of two or more particles. 
The particles of which such a "particle unit" is com­
posed can be permuted with the particles contained in 
other "particle units" which also consist of two or more 
particles. It follows that the nUl next nearest neighbor 
pairs of the 111 type can be distributed among those 
"particle units" which contain two or more particles in 

independent ways without changing the number of 110 
type next nearest neighbor pairs. Here again we con-
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sider the (nuo/2) "particle units" as numbered boxes 
into which we can distribute the nlll next nearest neigh­
bor pairs of the 111 type. 6 

There are (nol/2) "particle units" which separate the 
(/1.0/2) + 1 "vacancy units. " Such "particle units" can 
be divided into two categories: thos e consisting of a 
single particle (which constitute a next nearest neighbor 
pair of the 010 type) and those conSisting of two or 
more contiguous particles. As long as nolO is conserved, 
the single particle or group of contiguous particles, 
between any "vacancy units," can be interchanged with 
other single particles or group of contiguous particles 
in 

(
no/2 ) 

/1.010 

independent ways. 

Because each "vacancy unit," (except those at the 
ends of the space which incorporate sites 1 and 2 and 
sites N -1 and N) which consists of two or more va­
cancies is terminated at each end by a next nearest 
neighbor pair of the 001 type, there are (nOOl + 2)/2 
"vacancy units" which consist of two or more contiguous 
vacancies. The /1.000 next nearest neighbors of the 000 
type can be distributed among such "vacancy units" in 

( 
(nOOl +2)/2 + nOOl -1):::: (nool/2 + nooo ) 

nOOO nOOO 

indepndent ways. 

Thus for situations in which nov nuo , and nOOl are all 
even and sites 1, 2, N -1, and N [Case (a)] are all 
vacant. 

A[{nIJ} ,{nIJk}, q, N] 

=A[nOl , nUl' nlOl ' nUO ' nOOO ' nOO1 ' nOlO] 

= (nuo/2 + nUl - 1) (/1.001/2 + nooo\ (nol/2 -1) (nol/2). 
nUl nOOO J nlOl nOlO 

(52) 
By reasoning similar to that presented above it can 

be shown that when nOl' nuo, and noel are all even and 
sites 1 and N are occupied and sites 2 and N - 1 are 
vacant [Case (f)] 

A[{nIJ,{nIJk}, q,N] 

== A[nOl ' nlll , nlOl ' nllO ' nOOO ' nOOI , now) 

:::: (nuo/2 + nUl -1)(n 001 /2 + /1.000 - 1) (nol/2 
\ nUl nOOO nlOI 

nol/2 -I). 
nOlO 

(53) 

Similarly, when /1.001> nuo , and /1.001 are all even and 
sites 2 and N -1 are occupied and sites 1 and N are 
vacant (Case (g)] we may write 

A[{n/J},{nIJk}, q ,N] 

=A[nou nUl' nUO ' nlOl ' /1.000' nOOl> /1.010] 

= (nuo/2 + nUl - 1) (nool /2 + nooo - 1) 
\ nUl \ nooo 

x(no/2) -1 )(nol/2). 
nlOl /1.010 

(54) 

And when /1.ol> nuo, and nOO1 are all even and sites 1, 2, 
N -1, and N are all occupied [Case (j)] then 
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= A [nOl> nUl' nUO , nlOl ' /1.000' n001 ' nolO] 

= (nuo/2 + nUl - 1) (nool/2 + linoo - 1) 
nUl \ nooo 

(55) 

To conclude this section we note that if no reflective 
symmetry exists for the occupation of sites 1, 2, N - 1, 
and N all the foregoing expressions for the degeneracy 
become 

==A[nll , nOO ' nUl' nlOl ' nOOO ' nOlO' q, N] 

= 2 (n~l:1 ) (no~:01) (q - ~l: nlll) (N -q :o~o - noo). (56) 

This result is obtained, for example, by substituting 
into Eq. (45) values for no!> nllO ' and nOOl from Eqs. 
(16)-(19). The same result is obtained also by sub­
stituting values for nou nuo , and noOl from Eqs. (32)­
(35) into Eq. (47); from Eqs. (20)-(23) into Eq. (48); 
from Eqs. (12)-(15) into Eq. (50) and Eqs. (36)-(39) 
into Eq. (51). The factor of two results from the lack 
of reflective symmetry. 

If the occupation/vacancy of sites 1, 2, N - 1, and N 
exhibits reflective symmetry then Eqs. (52)-(55) yield 

A[{nIJ,{nIJk}, q, N] 

= A[nu , nOD' nUl' nlOl ' nooo ' nOlO' q, N] 

=(n~ll: 1)(~oo~ 1)(q -n~o~ nll) (N- qn~l~ - noo) (57) 

when values for no!> nuo ' and nOOl are substituted from 
Eqs. (4)-(7), Eqs. (24)-(27), Eqs. (28)-(31), and Eqso 
(40)-(43), respectively. 

Both Eqs. (56) and (57) may be interpreted in the fol­
lowing way: q -1 - nu is the number of separations be­
tween particles which consist of one or more vacancies, 
that is, it is the number of separations between the 
"particle units." This follows from the fact that q - 1 is 
the total number of separations between the q particles; 
if we subs tract nll> the number of separations consisting 
of no vacancies (occupied nearest neighbors), then 
q -1 - nu is the number of separations consisting of at 
least one vacancy. Such separations can be divided into 
two groups: One group which consists of separations by 
single vacancies (which thus form the nlOI next nearest 
neighbor pairs of the 101 type), and those separations 
which consist of two or more contiguous vacancies. 
Thus, 

(
q -1 - nIl) 

n10l 

arrangements can be created by permuting the single­
vacancy separations with the separations which consist 
of two or more contiguous vacancies. In this way, the 
number of next nearest neighbor pairs of the 101 type 
is conserved. 

Similarly, 
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(
N - q - 1 - noO) 

nolO 

represents the number of arrangements created when 
the separations between the "vacancy units" which con- , 
sist of a single particle are permuted with the sepa­
rations consisting of two or more contiguous particles. 

(nll -1) can be thought of as representing the total 
number of separations between the nu occupied nearest 
neighbor pairs. Such separations consist of no vacan­
cies, one vacancy, two vacancies, etc. If we substract 
nll1 , the number of separations involving no vacancies 
then 1111 - nUl -1 is the number of such separations con­
Sisting of one or more vacancies between groups of one 
or more nearest neighbor pairs. Thus (nu - nUl) is the 
number of "particle units" which consist of two or more 
contiguous particles. Such "particle units" can be con­
Sidered to be numbered boxes into which the nUl next 
nearest neighbor pairs of the 111 type can be distributed 
in 

(58) 

The factor 

can be derived by reasoning similar to that presented 
above in which vacant sites are considered instead of 
occupied sites. 

IV. DETERMINATION OF A[n lJ , nIO I , n lll , q, NJ 

The expressions for the composite degeneracies con­
tained in Eqs. (56) and (57) can be utilized to develop 
addition relationships which describe composite degen­
eracies of a lower order, i. e., degeneracies in which 
fewer constraints are placed on the number of nearest 
and/or next nearest neighbor pairs. We next present an 
illustration of the considerations involved in determining 
composite degeneracies of lower order. 

Expressions have been developed previously7 which 
yield exactly, the degeneracy of arrangements charac­
terized by the number of occupied nearest and next 
nearest neighbor pairs (as given by the number of next 
neares t pairs of the 101 and the 111 types), i. e. , 
A[l1u,nlOl,l1u1,q,Nj. To determine A[nu,l1l0l,nul,q,N] 
from Eqs. (56) and (57) we sum over all permissible 
values of noo, nOlO' and nOOO ' 

(59) 

Before the sums indicated in Eq. (59) can be evaluat­
ed, however, we must ascertain the range of permis­
sible values for each of the summation variables. We 
first determine six essential inequalities. 

Each "particle unit" (except those which incorporate 
a particle which occupies site 1 and/or N) is terminated 
at each end by a mixed nearest neighbor pair. Thus 
there are two mixed nearest neighbor pairs associated 
with each "particle unit" unless the "particle unit" is at 
one or the other or both ends of the array, in which 
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case the "particle unit" is terminated at only one of its 
ends by a mixed nearest neighbor pair. Because there 
are q - nll "particle units, " we may write 

(60) 

Similarly, there are N - q - noo "vacancy units." 
These "vacancy units," except at most two (when the 
sites 1 and/or N are incorporated in a vacancy unit) are 
terminated at each end by a mixed nearest neighbor 
pair. Thus 

(61) 

We have shown previously that (1111 - I1Ul ) represents 
the number of "particle units" consisting of two or more 
contiguous particles. Because each "particle unit" 
which consists of two or more particles is terminated 
at each end by a next nearest neighbor pair of the 110 
type (except for the "particle units" which incorporate 
sites 1 and 2 and/or N -1 and N), we may write 

(62) 

Similarly, because noo - nooo represents the number 
of "vacancy units" which consist of two or more con­
tiguous vacancies, and because each "vacancy unit," 
consisting of two or more contiguous vacanCies, is 
terminated at each end by a next nearest neighbor pair 
of the 001 type (except in those situations where the 
"vacancy unit" incorporates sites 1 and 2 and/or sites 
N - 1 and N) we obtain 

(63) 

Because q - n11 is the total number of "particle units," 
i. e. , the number of "particle units" conSisting of one 
or more contiguous particles and because l1u - nUl is 
the number of "particle units" which consist of two or 
more contiguous particles, the quantity q - 2n11 + nUl 

represents the number of "particle units" which con­
sist of exactly one particle. Except in those situations 
when these "particle units, " consisting of a single par­
ticl e, occur at either end of a lattice, there will be a 
next nearest neighbor pair of the 010 type associated 
with each single particle, "particle unit." Thus 

(q - 2nu + nlll - 2) "" nOlO"" (q - 2n11 + nUl)' (64) 

Similarly, N - q - 1100 is the number of "vacancy units" 
which consist of one or more vacancies; and noo - nooo 
is the number of "vacancy units" which consist of two 
or more contiguous vacancies. Thus N - q - noo + nooo 
is the number of "vacancy units" which consist of ex­
actly a single vacancy. Associated with each of such 
"vacancy units" there is a next nearest neighbor pair 
of the 101 type which (except for those single vacancy 
"vacancy units") exist at either or both of the sites 1 
and N. We may then write 

(N - q - 2noo + nooo - 2) ""11101 "" (N - q - 2noo + nooo)' (65) 

We are now in a position to determine the ranges of 
the summation variables noo' nOlO' and nooo necessary 
to perform the sums indicated in Eq. (59). 

The limits on noao can be seen from Eq. (65), Le., 

q -N + 2noo + nl01 "" nooo "" q - N + 2noo +n101 +)2. (66) 

The lower limit corresponds to the situation in which 
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no single, isolated vacancy can exist in either site 1 
and/or N. There are six possible configurations in­
volving the occupation of sites 1, 2, N -1, and N in 
which this is possible [see Fig. 5(a)]. 

nooo = q - N+ 2noo + nlOI + 1 implies that either site 1 or 
N, but not both, contains an isolated? single vacancy 
[see Fig. 5(b)]. There are three possible distinguishable 
configurations of this type. 

When single, isolated vacancies exist in sites 1 and 
N, nooo=q-N+2noo +n10I +2 [see Fig. 5(c)]. (Only one 
possible arrangement of this type exists.) 

The range for nOlO is obtained directly from Eq. (64). 
The lower limit is associated with the situation in which 
"particle units," conSisting of single, isolated particles, 
reside in both sites 1 and site N [see Fig. 6(a)]. This 
can occur in one way only. 

nOlO = q - 2nu + 1'm -1 implies that a single, isolated 
particle resides on either sites 1 or N but not both [see 
Fig. 6(b)]. Three arrangements are possible. 

When neither site 1 or site N is occupied by a single, 
isolated particle nOl =q - 2nll + n lll [see Fig. 6(c)]. Six 
arrangements of this type can occur. 

The range of noo can be ascertained through an ex­
amination of Eqs. (61) and (2), i. e .• 

N - 2q + nll - 1 ", noo ", N - 2q + nll + 1 . (67) 

noo = N - 2q + nu -1 signifies that both sites 1 and N 
are vacant. It also denotes the fact that nOl is even. 
This can be seen by subtracting Eq. (4) from Eq. (5) 
[Case (a)] or by subtracting Eq. (12) from Eq. (13) 
[Case (c)] or by subtracting Eq. (28) from Eq. (29) 
[Case (g)]. 

When noo =N-2q+nll either site lor site N (but not 
both sites) is occupied. The subtraction of Eq. (8) from 
(9) (Case (b)] or Eq. (16) from Eq. (17) (Case (d)] or 
Eq. (20) from (21) [Case (e)] or Eq. (32) from Eq. (33) 
(Case (h)] shows that nOI is odd. 

The upper limit on noo is associated with the configu­
ration in which sites 1 and N are both occupied. By 
subtracting Eq. (24) from Eq. (25) [Case (f)] or Eq. 
(36) from Eq. (37) [Case (il] or Eq. (40) from Eq. (41) 
(Case (j1I it is seen that nol is even. 

( 
0 

FIG. 5. (a) nooo=q-N+2noo 

o 0 

0 0 

0 o 0 

0 0 o 0 

(a) 

(b) 

101 I 10 1 

+ ntol implies that no "vacancy 
unit" consisting of a single 
vacancy can exist in site 1 or 
in site N. SIx arrangements 
are possible. (b) nooo = q - N 
+2nOO+nl01+1 indicates that 
either in site 1 or in site N, 
but not both, there exists a 
single isolated vacancy. This 
can occur in three ways. (c) 
When "vacancy units," which 
conSist of a single vacancy, 
exist in both sites 1 and N. 
then nooo=q -N + 2nOO+n10I + 2. 
Such a configuration can occur 
In one way only. 

(e) 
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It follows then that Eq. (59) becomes 

N-2q+nu+4 .-N+2"oo+nlOI+2 

E E 
"oo:N-2q+nu-1 "ooooq-N+2"oo+"lOl 

+2(q -nu - ~(N - 2q+nll - 2) 
n11 - n 1ll ,\q - n ll - n lOI - 1 

+( q-nll )(N-2q +nu -2)] 
n ll - n Ill q - nll - n lOI - 2 

+ 2 rl(q - n11 -1XN -2q + nll - 1) + (q -nll - 1) 
~ nu - nUl q - n ll -nlOI - 1 nu - nUl 

x (N -2q + nu -1)+(· q- nu -1 )( N - 2q + nu - 1) 
q - n ll - n lOI - 2 n ll - nUl - 1 q - 1711 - nlOl - 1 

+( q - n ll - 1 \ ( N - 2q + 1711 - 1 )] 
nu - nUl - 1) q - nu - n lOI - 2 

[( 
q - nu )( N - 2q + nu ) 

+ nIl - nUl + 2 q - nu - nlOl - 2 

2( q-nu )( N- 2q+nll ) 

+ nu - n lU + 1 q - n11 - n lOI - 2 

+ ( q - nu)( N - 2q + nu )] 
nu - nll q - nu - nlOl - 2 • 

(68) 

In Eq. (68) the terms in the first bracket arise when 
nOI = N - 2q + nu - 1, in the second bracket when nol 
= N - 2q + nll , and the third bracket contains terms from 
nol = N = 2q + nll + 1. The terms in each of the brackets 
may be summedB to yield 

10 1 I ( 
(a) 

( b) 

0 0 

0 0 

o 0 

0 

0 

(e) 

[I 101 

0 0 

0 

0 

FIG. 6. (a) When "particle 
units" consisting of a single 
particle res ide on both sites 1 
andN, nOlO=Q-2nl1+nll1-2. 
Such a configuration can occur 
in only one way. (b) There are 
three ways in which a Single 
particle "particle vacancy" can 
occupy either site 1 or site N 
(but not both). In such a case 
nOl0=q - 2nl1 +n111 - 1. (c) nOlo= 
q - 2nu + n~11 denotes the six 
arrangements poss ible in which 
neither site 1 or N is occupied 
by a Single, isolated particle. 
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+2(N-2q +nll ) +( N-2q+nll ) 

q - 2nll - nlOl q - nU - nlOl - 2 

_(nll -l)(q - nu -1)( q - nu XN -2q + nll + 2) 
- nlll nlOl nll - nUl q - nu -nlOl ' 

(69) 

a result reported previously. 7 

Further reductions in the order of the composite deg­
eneracies are possible USing the summation ranges 
contained in Eqs. (60)-(65) As pointed out previously7 
when Eq. (69) is summed over 0.,;: nUl";: nll -1 and 
o .,;: nlOl .,;: q - nu - 1 the result is 

A[n
ll

, q,N] = (N __ q + l)(q - 1) 
q nll nll 

(70) 

and when Eq. (70) is summed over 0.,;: nll .,;: q -1, 

A[q,N]=(:} (71) 

V. CONCLUSION 

We have shown that for the ten general classes of 
arrangements considered, the specification of N, q, nll , 
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noo ' nUl' nooo, nlOl ' and nolo determines exactly, within 
a factor of two, the composite next nearest neighbor 
degeneracy for indistinguishable particles distributed 
on a one-dimensional lattice space. 
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Relationships are developed which describe exactly the degeneracies of those states specified by the 
number of either the occupied. mixed. or vacant nearest neighbor pairs which exist when indistinguishable A­
bell particles (occupying A contiguous sites) are distributed on a one-dimensional lattice space. 

I. INTRODUCTION 

Any statistical mechanical treatment of cooperative 
phenomena which is predicated on the nearest neighbor 
approximation requires a knowledge of the multiplicity 
of those arrangements containing a prescribed number 
of nearest neighbor pairs. The purpose of the present 
paper is to determine the degeneracies of arrangements 
of A-bell particles (particles that occupy A contiguous 
sites) distributed on a one-dimensional lattice space 
when the numbers of nearest neighbor pairs are 
specified. 

When q indistinguishable A-bell particles are dis­
tributed on a lattice space of N equivalent sites, three 
kinds of nearest neighbor pairs can be created: 

(1) both adjacent sites are occupied by portions of 
different A-bell particles (1-1): occupied nearest neigh­
bor pair; 

(2) one site is occupied and an adjacent site is vacant 
(0-1): mixed nearest neighbor pair; 

(3) both adjacent sites are vacant (0-0): vacant near­
est neighbor pair. 

Here we define an occupied nearest neighbor pair to 
be two adjacent sites occupied by portions of different 
A-bell particles. A mixed nearest neighbor pair con­
sists of two adjacent sites; one occupied, one vacant. 
A vacant nearest neighbor pair consists of two adjacent 
vacant sites. If nll, nOl, and noo are the numbers of such 
pairs, respectively, in any particular arrangement, 
they are related in the following approximate mannerl

-
3

: 

2q = 2nll + nol , (1) 

(2) 

These relationships can be seen by reference to Figs. 
1A and B. If, as shown in Fig. lA, one disregards the 
termination of the array at both ends and draws a line 
from the site occupied by the ends of a A-bell particle 
to its adjacent site which is vacant or occupied by an­
other particle, there will be 2q lines. These lines can 
be accounted for by observing that between each mixed 
nearest neighbor there is a horizontal line and between 
each occupied nearest neighbor there are two horizontal 
lines. Equation (1) then follows. 

Next draw a line from each empty site to each of its 
adjacent nearest neighbors [see Fig. l(b»); there will 
be 2(N - q A) lines on each array. Between each mixed 
nearest neighbor pair of sites there will be one line and 
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between each vacant nearest neighbor pair two lines 
will appear and Eq. (2) arises. 

Thus for a given q and N, the specification of any two 
of the quantities nu, nOl, or noo determines, within an 
error of two, the remaining number. 

II. OCCUPIED NEAREST NEIGHBOR PAIR 
DEGENERACY 

In this section we determine A[nu, q, N], the number 
of independent ways of arranging q indistinguishable 
A-bell particles in a one-dimensional lattice space of 
N equivalent sites in such a way as to create exactly 
nll occupied nearest neighbor pairs. 

In a previous publication4 we have shown that A[q, N}, 
the occupational degeneracy for the system under dis­
cussion, is given by the binomial coefficient 

A[Q,Nkt _:(A_1). (3) 

From the set of such arrangements we select the sub­
set which contains only arrays on which appear exactly 
nu occupied nearest neighbor pairs, If we define a 
"unit" on such an array (see Fig. 2) to consist of one 
or more contiguous A-bell particles together with a 
single vacancy (if one is needed) just to the right of the 
particles to separate a "unit" from the remainder of 
the particles on the array, then we observe that there 
are always q - ~1 "units." 

That there are always q - nu "units" can be seen 
from the following reasoning: If there are q, A-bell par­
ticles, there are q - 1 separations between them. Of 
these q - 1 separations, nll are occupied nearest neigh­
bor pairs formed by the ends of adjacent A-bell particles 
and q - 1- nu separations are not between such pairs. 
Because these q - 1 - ~1 separations are between the 
"units, " there must be q - nll "units." 

The rest of the vacancies, of which there are N - q 
- (q - ~1 - 1) =N - q(A + 1) + nll + 1, can be permuted 

f+FffFffFf {+FffE! I IfF! I 
A 

FIG. lA. This figure is concerned with the derivation of Eq. (1) 
when ~ = 3. q = 6, N = 23. A short horizontal llne is drawn from 
the compartment occupied by the end of one ~-bell particle to 
its nearest neighbor site. 
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t f fOfft f t+Fl+Ff t f t ffH t f t 
B 

FIG. lB. This figure is utilized In deriving Eq. (2) when ~ = 
3, q=4, N=23. A short horlzontalltne Is drawn from a vacant 
site to each of its nearest neighbor sites. 

with the "units" to form additional independent arrange­
ments. It follows then that the number of individual ob­
jects which can be permuted to form independent ar­
rangements is the sum of the number of "units" and the 
number of those vacancies which are not required to 
isolate the "units" from the remainder of the arrange­
ment, i. e., q-1ltl + [N - (A+ 1)q +nu + l]:::N - Aq + 1. 

The number of independent ways of arranging the 
N - Aq + 1 entities [of which q - nll are indistinguishable 
"units" and N - q(A + 1) + 1ltl + 1 are permutable vacan­
cies] is the binomial coefficient 

(N_Aq+1) (N-Aq+1) w 
q - nu = N - (A + 1)q + nu + 1 . 

To derive the result contained in Eq. (4) we have 
assumed that the "units" are identical. Clearly the 
"units" cannot be indistinguishable because some con­
tain more A-bell particles than others. To remove the 
assumption that all the "units" are identical and to de­
termine A[n11J q,N] we must enumerate the ways that 
the A-bell particles can be arranged to form the q - nll 

"units. " 

There are a total of q - 1 indistinguishable separa­
tions between the q A-bell particles (see Fig. 3); how­
ever, 1ltl of these separations constitute indistinguish­
able occupied nearest neighbor pairs which can be dis­
tributed in the q - 1 separations in 

(" ~.} (. -q ;-'~. ) (5) 

independent ways. By so doing we enumerate all the 
possible ways the "units" can be constituted while still 
preserving the number of "units" and the number of 
occupied nearest neighbor pairs. 

Thus A[1ltl, q, N] can be determined to be the product 
of the number of ways the "units" can be permuted with 
the permutable vacancies and the number of ways in 
which the "units" may be constructed from the pre­
scribed number of nearest neighbor pairs, i. e. , 

[ ] 

(
q - 1)(N - Aq + 1) A nu, q, N = . 
nil q-n11 

(6) 

If A[nu, q, N] is summed over all values of nu, the re­
sult should be the number of ways of arranging q in­
distinguishable A-bell particles on a one-dimensional 
lattice of N equivalent sites [see Eq. (3)]. From the 
Vandermonde theorem5 it is seen that such is the result. 

III. MIXED NEAREST NEIGHBOR PAIR DEGENERACY 

In this section we treat those nearest neighbor pairs 
which consist of two adjacent sites, one occupied by a 
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portion of a A-bell particle, the other vacant. Ising, 6 

in his examination of one-dimensional ferromagnetic 
phase transitions, has provided an approximate answer 
to the degeneracy of arrangements containing a pre­
scribed number of mixed nearest neighbor pairs when 
Simple particles (A= 1) are distributed on a one-dimen­
sional lattice. An exact treatment for A = 1 has been pre­
viously reported. 2 

Because of the symmetry conditions involved when 
treating mixed nearest neighbor pair degeneracy, we 
must deal separately with two different situations: when 
n01 is odd and when it is even. 

A. nOI odd 

If n01 is odd, it follows that of the two end compart­
ments (one at each end of the space) one and only one 
end compartment of the lattice is occupied (see Fig. 4). 
Assuming that it is the compartment farthest to the 
left-hand end of the array which is occupied, we con­
struct permutable "units, " each of which consists of 
one or more contiguous A-bell particles and if neces­
sary a vacancy immediately to the right to isolate the 
"unit" from the rest of the particles on the array. Note 
that the particle or group of contiguous particles that 
are farthest to the left- hand end of the lattice do not 
constitute a permutable "unit" because it must remain 
pinned in the end pOSition to satisfy the constraint that 
the left-hand compartment is occupied. 

We assume initially that these "units" are indistin­
gUishable regardless of the number of A- bell particles 
they contain or whether or not they are terminated by 
a vacancy, (The "unit" on the right does not need a 
vacancy to isolate it.) The site on the extreme right 
must remain vacant. 

FIG. 2. X=3, q=7, N=29, nl1=3. In this figure seven Indis­
tinguishable particles are arranged on a one-dimensional 
lattice space of 29 equivalent sites to yield three occupied 
nearest neighbor pairs (Indicated by x' s). There are q - nit = 
4 "units" and this figure shows the three Possible ways In 
which the "units" may be constituted from the seven particles 
to form three occupied nearest neighbor pairs. Thus the top 
figure shows an arrangement in which each occupied nearest 
neighbor pair is in a different "unit"; the middle figure shows 
two nearest neighbor pairs in one "unit" and one pair In another 
"unit"; and in the bottom figure all occupied nearest neighbor 
pairs are in the same "unit," while the other three "units" do 
not contain an occupied nearest neighbor pair. There are N -
q(~ + 1) +nu + 1 = 5 permutable vacancies (indicated by cross 
hatching). 
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t 1ft I t 
FIG. 3. The seven A-bell parti­
cles (A ~ 3) illustrated at the top 
of Fig. 2 have six separations 
between them. Three separa­
tions are associated with near­
est neighbor pairs (shown by 
short horizontal lines) and 
three separations are not 
(jagged lined). 

Because only one mixed nearest neighbor pair is as­
sociated with the particle or group of contiguous par­
ticles on the left-hand end of the lattice and because 
every other "unit" on the lattice has two mixed nearest 
neighbor pairs, terminating it at each end, there is a 
total of [(n01 - 1) /2] "units." These "units" can be per­
muted with some of the indistinguishable vacancies to 
form unique arrangements. 

There are [N - NJ] vacancies but not all of them can 
be permuted with the "units" to form unique arrange­
ments. The number of vacancies which is necessary to 
form the "units" is [(n01 - 1) /2] because each "unit, " 
except the one on the right, has a vacancy associated 
with it but the vacancy on the right-hand end is not 
permutable and the particle or group of contiguous 
particles on the left also immobilizes a vacancy. Thus 
there are N - NJ - [(n01 - 1)/2] - 1 indistinguishable, 
permutable vacancies. It follows that there are a total 
of N - NJ - [(n01 - 1)/2] - 1 + [enOl - 1)/2] =N - NJ - 1 
objects which can be arranged in 

t, - NJ - 1) ( N -NJ -1 ) 
, [n01; 1] = N _ Aq _ 1 _ [nOl; 1 ] (7) 

independent ways. 

Obviously, the "units" are not indistinguishable en­
tities, but can be constituted in various ways from dif­
ferent groupings of the A-bell particles while still pre­
serving the prescribed number of mixed nearest neigh­
bor pairs on each array. To determine the number of 
different ways in which q indistinguishable A-bell par­
ticles can be arranged to form the [(nOl - 1)/2] "units, " 
see Fig. 5. We note that of the q - 1 separations be­
tween the q A-bell particles, [(nOl - 1)/2] of them are 
mixed nearest neighbor pairs. Such kinds of separations 
can be distributed among the q - 1 separations between 
the q particles in 

~ q-l ~ ( q-l ) 
,[nO!; l1r ,q -1 [n012-IJ (8) 

unique ways. 

FIG. 4. Five particles (A~3) are arranged on N~20 with n01~7. 
There are [(n01 -1)/21'" 3 permutable "units" and N -Aq - [(not-
1)/21-1 = 1 permutable vacancies (see cross hatching). 
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I I , 
FIG. 5. For the arrangement 
shown in Fig. 4 there are four 
separations between the five 
particles (A '" 3); of these sepa­
rations [(nOl-1)/21 = 3 are com­
posed of two mixed nearest 
neighbor pairs (jagged lines) 
and one is an occupied nearest 
neighbor pair. These separa­
tions can thus be arranged in 
(t> =4 ways. 

Equation (8) can be considered to yield the enumera­
tion of the ways q indistinguishable A-bell particles can 
be arranged to form [(n01 - 1)/2] "units" or conversely 
it can be considered to be the number of ways the 
[(n 01 - 1)/2] "units" can be constituted from the q A-bell 
particles. 

Consequently, if we require the compartment on the 
left-hand side of the lattice to be occupied while the 
compartment on the right is vacant, then from Eqs. (7) 
and (8) we see that there are 

independent arrangements possible. 

With equal probability the compartment on the right 
could have been occupied and the compartment on the 
left vacant, so that if nOl is odd we obtain 

B. nOl even (=FO) 

If nOl is even (* 0), then one of the two following situa­
tions must exist in any particular array: 

(a) The compartments which terminate the lattice 
space at each end are both vacant (see Fig. 6); or 

(b) Both end compartments are occupied (see Fig. 7). 

If there are nO! mixed nearest neighbor pairs and both 
end compartments are empty, then there are always 
[n od2] "units, " each of which consists of one or more 
contiguous A-bell particles together with a vacancy (if 
one is needed) immediately to, say, the left, to sepa­
rate the "unit" from other particles on the array. The 
reason that there are [nod2] "units" is that each "unit" 
is terminated at each end by a mixed nearest neighbor 
pair. As previously mentioned, we initially assume 
these "units" to be identical, indistingUishable entities 
which can be permuted with some of the indistinguish­
able vacancies to form independent arrangements. 

Not all of the N - NJ vacancies are permutable with 
the "units," i. eo, some of them are required to form 

FIG. 6. In this figure, q '" 5. N = 23. and both end compartments 
are empty. nOt = 6. There are [(nol-1)/21= 3 'hnits" and N-
Aq - [(n01 + 2)/2] =4 permutable vacancies (cross hatched). 

R.B. McQuistan 1202 



                                                                                                                                    

FIG. 7. In this figure, q = 6, N= 24, nOl:O 6 and both end com­
partments are occupied. There are fn o/21-1 = 2 permutable 
"units" enclosed by a dashed-line box and N - Aq -1 [(n01/2)-
11 = 3 permutable vacancies (cross hatched). The "units" at 
each end of the array are not permutable because the compart­
ments at the ends of the array must be occupied. 

the "units" (except for the "unit" on the extreme left­
hand side of the array) and a vacancy resides at each 
end of the lattice. Thus [(not - 2)/2] + 2 vacancies are 
not available for permutation with the "units" but N - NJ 
- [(nOl + 2)/2] vacancies can be permuted with the "units" 
to form countable arrangements. There are, therefore, 
tn01/Z] +N - NJ - [(n01 + 2)/2) =N - NJ - 1 objects which 
can be permuted to form 

C[;)}(N_N';;_;~l nf ) (10) 

independent arrangements. 

To this point in the argument we have assumed the 
.. units" to be identical. Clearly this is not the case; 
units may be composed of one or more A-bell particles. 
In order to remove this constraint we assert that there 
are 

(

q_l ) 

n~l_1 

unique ways of arranging the q A-bell particles within 
the [notl21 "units. " This can be established by the fol­
lowing reasoning: There are q - 1 lines which symbolize 
the separation of the q A-bell particles (see Fig. 8). Of 
this set [(n01 - 2)/2] constitute separation between 
"units, " i. eo, separations involving two adjacent near­
est neighbor pairs; and q - 1[(nOl - 2)/2] lines separate 
adjacent A-bell particles. Thus these q - 1 separations 
can be arranged in 

( 
q-l ) 

[nOl; 2J 

unique ways. This represents the number of ways the 
q A-bell particles can be arranged to form the [no1/21 
"units" (with at least one particle within each "unit") 
when both end compartments are vacant. 

It follows that the number of possible arrangements 
which can be created when both end compartments are 
vacant is just the number of ways the "units" can be 
arranged with the permutable vacanCies, multiplied by 
the number of ways the "units" can be constructed from 
the A-beU particles on the lattice. 

If situation (b) obtains, then there are [n01 /2-1] 
permutable units (see Fig. 7). There are N - NJ - 1 
- [not/2 - 1] indistinguishable, permutable vacancies 
because a vacancy must be tied up with each of the 
"units" and an additional vacancy is required to isolate 
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the A-bell particle or groups of particles which con­
stitute a "unit" at one end of the array. The A-bell 
particle or groups of particles at the other end is iso­
lated by the vacancy associated with the "unit" next 
to it. Thus there are a total of N - NJ - 1- [N od2 - 1J 
+ [nol/2 - 1] = N - NJ - 1 obj ects which can be arranged 
in 

unique ways. 

In this case, the "units" can be created in 

(
q-1) 
not 
2 

ways because the q - 1 separations between the q A-bell 
particles consist of [nod2] separations between the 
"units" and particles or groups of particles on the ends 
of the array and q - 1- [nod2] separations between ad­
jacent A-bell particles. Therefore, the [n 01 /2] "units" 
as well as the groups of particles on the ends can be 
created from the q A-bell particles in 

(
q-l) 

nOl 
2 

independent ways. 

Consequently, when both end compartments are oc­
cupied, the q indistinguishable particles can be ar­
ranged in 

(
N_NJ-l)(q-1) 

nOt _ 1 not 
2 2 

unique ways to form exactly not mixed nearest neighbor 
pairs. 

It follows that A[nol, q, N], the total number of unique 
arrangements which can be created when q indistin­
guishable A-bell particles are arranged on a one-dimen­
sional lattice of N equivalent compartments to form 
not (even) mixed nearest neighbor pairs is the sum of 
the number of arrangements created when both end 
compartments are vacant and when they are both oc­
cupied, is given by 

A[nOl> q, N] = 

(
N - Aq - 1)(q -1 ) {'N -NJ - )(q -1) 

rnOl] not _ 1 nOt _ 1 nOl 
l2 2 2 2 

II 
FIG. 8. In Fig. 6 there are 
four separations between the 
five particles. [(nOl- 2)/2J = 

2 of these separations involve 
a pair of mixed nearest neigh­
bors (jagged lines) and two do 
not. These four separations 
may be arranged in (~) = 6 ways. 

A.B. McQuistan 1203 



                                                                                                                                    

=2[N - (A~O~)q -nOl](N - Aq -1\( q -1) 
nOl _ 1 ) nOl _ 1 
2 2 "01 even (~o'. 

(11) 

The only wayan arrangement of particles can contain 
no mixed nearest neighbor pairs is when the lattice is 
completely empty, q = 0, or when it is completely filled, 
q=N/A. 

The normalization for A[nOl, q, N] may be determined 
as follows. 4 Assuming that q *- 0 or N / A, 

6 A[not. q, N] 

" •• ~{2+2[N -q(,; 1) - 2] + t -~'_1)(q~ ') 
+ 2[ N -q(';'1 - 4] t _~A- ,) (q~ ') 
+2( :'- ,)(q ~ ') 

(q~}" 
~ t-;('-'I} 

(12) 
where A[not. q, N] is given alternately by Eqs, (9) and 
(11) as the sum proceeds over all values of nOlo 

IV. VACANT NEAREST NEIGHBOR PAIR 
DEGENERACY 

The number of arrangements containing a prescribed 
number of vacant nearest pairs can be determined as 
follows (see Fig. 9): All arrangements of q indistin­
guishable A-bell particles on a one-dimensional lattice 
which contain nOD vacant nearest neighbor pairs always 
exhibit N - Aq - nOD "units" which we now define to con­
sist of one or more contiguous vacant sites; and a A­
bell particle (if one is needed) to isolate the "unit" from 
the rest of the lattice. We initially consider these 
"units" to be identical entities, indistinguishable from 
one another. There are N - Aq - 1100 of such "units" be­
cause there are N - Aq vacancies with N - Aq - 1 sepa­
rations noo of which are between vacant nearest neighbor 
pairs and N - ).</ - noo - 1 are separations not between 
vacant nearest neighbor pairs, i. e" are separations 
between "units." It follOWS that if there are }J - Aq 
- nOD - 1 separations between "units" then there are 
N - Aq - nOD "units." 

There are q indistintuishable A-bell particles which 
can be permuted with the "units" to form unique ar-

1+Flefl! [fBIOfflllffIJ±EI[ltJI 
FIG. 9. In this figure, N=24, q=4, noo=9 (denoted by ~). 
There are N - Aq - nOD = 3 "units" and (A + l)qnoo+ 1-N = 2 
permutable particles. 
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f ! I 'I I I I I 
FIG, 10. In Fig. 9 there are N - Aq = 12 vacancies with 11 
separations between them. nOD = 9 of these separations (jagged 
lines) involve vacant nearest neighbor pairs and two do not. 
These may be arranged in V = 55 ways. 

rangements; some of the A-bell particles must be used 
to separate a "unit" from the remainder of the array, 
There are N - Aq - nOD - 1 A-bell particles required to 
isolate the "units" (a "unit" on one of the ends does not 
need a A-bell particle to isolate it). Thus there are 
q - (N - Aq - nOD - 1) == (A + l)q + noo + 1 - N indistinguish­
able permutable A-bell particles remaining to permute 
with the "units. " The q + 1 object can be permuted in 

( 

q+l \ ( q+l \ 

N - Aq - no~ - (A + 1)q + noo + 1 - N) 
(13) 

independent ways. 

The "units" are initially considered to be indistin­
guishable; however the vacancies can be moved from 
one "unit" to another subject only to the constraint 
that the number of "units" and the number of vacancies 
are conserved. 

From Fig. 10 we see that there are N - Aq vacancies 
with N - Aq - 1 separations between them. noo of these 
separations are between vacant nearest neighbor pairs, 
and N - Aq - 1 - nOD separate pairs of sites which are 
not vacant, i. e., which separate "units." Thus the total 
number of separations between vacant sites is composed 
of two permutable groups, the "units" and the free 
vacancies, which can be arranged in 

(N -Aq - 1) ( N -Aq - 1 ) 
HOO - N - Aq - 1 - noo 

(14) 

unique ways. 

A[noo, q, Nj, the degeneracy of vacant nearest neighbor 
pairs, is the product of the number of ways the "units" 
can be permuted with the particles and the number of 
ways the "units" can be constructed from the vacancies. 
Thus 

A[noo" q"NJ~(N _q~~ noo)t -~o-1). (151 

When A[noo, q, NJ is summed over all values of nOD the 
result, by the Vandermonde theorem, 5 is 

(N -(:-1Iq) , 
in accordance' with Eq. (3)" 

V. SUMMARY 

utilizing combinatorial arguments, the exact degen­
eracies are determined for arrangements of A-bell 
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particles on a one-dimensional space, when the number 
of either occupied, mixed or vacant nearest neighbor 
pairs is specified. 
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Theorems that the angular momentum density and the angular velocity of locally nonrotating observers 
are postive are established for general relativistic fluids which rotate differentially with positIve angular 
velocity. The results apply to the pseudostationary case in which the system possesses an ergoregion. An 
application to the stability of ergoregions is discussed. 

I. INTRODUCTION 

In a previous paper1 (hereafter referred to as Paper 
I) an inequality was derived which guarantees that the 
angular momentum density of a stationary, axisym­
metric, rigidly rotating, asymptotically flat, perfect 
fluid system in general relativity is everywhere positive 
(except on the axis, where it vanishes). In the Newton­
ian limit, this result is quite obvious and follows from 
local arguments. In the general relativistic case, the 
result depends upon subtle global properties. We here 
consider generalizations of this result to pseudostation­
ary cases where ergoregions may be present and where 
differential rotation is allowed. In the latter case, extra 
boundary conditions must be imposed to establish the 
result. However, we establish an analogous result for 
the sign of the angular velcoity of locally nonrotating 
observers which holds under quite general conditions. 
Although ergoregions and differential rotation are ex­
pected to lead to instabilities, 2,3 the relevant time 
scales may in practice be long enough to warrant con­
sideration of the motion as pseudostationary. 

We employ the notation of Paper I and the field equa­
tions derived there. A brief summary of the formalism 
is given in Sec. II. In Sec. III we discuss rigidly rotat­
ing systems with ergoregions. In Sec. IV, we establish 
several inequalities for differentially rotating systems 
with ergoregions including the results mentioned above. 
In Sec. V, we discuss some of the limitations and 
applications of our results. 

Throughout the paper, we assume that the fluid 
occupies a Single simply connected solid region, as in 
the case of an ordinary star. Although this excludes 
toroidal configurations, many of our results can be 
extended to such cases. We also assume asymptotic 
flatness and that there are no horizons. These last con­
ditions play an important role in all our results. 

II. SUMMARY OF THE FIELD EQUATIONS 

In Paper I, the field equations with arbitrary sources 
for systems admitting two commuting Killing vector 
fields were written as differential equations on the two­
dimensional manifold S of orbits of the Killing fields, 
with induced metric h.

b
• We here summarize these 

results for the case of stationary, axisymmetric perfect 
fluids whose 4-velocities are tangent to orbits of the 
Killing fields. 
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Let ~g and ~~ be the tirrielike and rotational Killing 
vector fields, respectively; let AOO== ~;;'~Om' AOI == ~;;'~lm' 
and All == ~'{'~lm' We introduce greek indices to label the 
symmetric pairs (00), (01), and (11) which appear in 
these definitions, and we raise and lower these indices 
with a constant field C a6 and its inverse, such that 

C"VA,.1 Av == - r = 2(AOOA11 - A~I)' (2.1) 

The 4-velocity u· of the fluid is written 

1l·=(-1j!rl/2(~g+ OW, (2.2) 

where 1j! is given by 

IjJ =S" \, = AOO + 20A01 + 02 A11 · (2.3) 

We also introduce Na with components (0, 1, 0) and 
define 7J by 

7J = NIJ. A" = AOI + OAU ' (2.4) 

The field equations take the form 

Dm(r-1DmAal= r 3 Aa(Dm A")(DmA,,) 

+ 81TT-1[ (Il + 3p )Aa + (IJ. + p)T2</J-1S a ], 

(2.5) 

(2.6) 

and 

(2.7) 

where IJ. and p are the density and pressure of the fluid, 
D. is the covariant derivative on S, and P is the scalar 
curvature of S. The following linear combination of Eq. 
(2.5) is useful, 

AI a IJ61 Dm[ T- 1A6DmAa] = 81T( IJ. + P )T</J-l AI", ]J31S",A6• (2.8) 

When A'" and Ba are constant, this leads to 

Dm[ rl(B~A6)2Dm(A a Aal.BY A" l] = 161T(/J. + p)T1j!-lAI a B6 IS", A6 • 

(2.9) 

Many of the results of this paper are based upon choices 
Aa and Ba which make the right-hand side of Eq. (2.9) 
positive or negative so that Hofp's theorem4 regarding 
extrema may be applied. 

The angular momentum of the system is given by 

(2.10) 

where the integration is taken over a spacelike surface 
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containing the trajectories of ~~. The angular momentum 
density is defined to be the integrand in Eq. (2.10). 

III. RIGID SYSTEMS WITH ERGOREGIONS 

The argument used in Paper I to show that the angular 
momentum density of a rigidly rotating system is posi­
tive depends at only one step on the condition that the 
system does not have an ergoregion (i. e. , Aoo < 0): The 
proof that 1) > 0 on the velocity of light curve (~= 0) 
requires this condition. Thus it suffices to show that 
1»Owhen~=O. 

We first establish that the ergoregion is disjoint from 
the axis. The axis regularity conditions of Paper I imply 
that on the axis 

7= Aal = Au =nmDmA", = 0, 

a'3On'"Dm7> 0, 

b'3OnmDm(n~DpAll» 0, 

(3.1a) 

(3.1b) 

(3.1c) 

where n4 is the unit normal to the axis and a and bare 
smooth positive functions along the axis. By differentiat­
ing Eq. (2.1) we then obtain 

(3.2) 

on the axis. Thus Aoo < 0 on the axis. It follows immedi­
ately that the velocity of light curve is disjoint from the 
axis, for i/J and Aoo agree there. (Note we speak of a 
velocity of light curve rather than a velocity of light 
surface or cylinder since our argument refers to the two­
dimensional manifold S.) 

We now show that the velocity of light curve has a 
single connected component. Since ~o# 0 in the fluid (from 
causality requirements) and since ~= 0 is disjoint from 
the axis, in any region bounded by i/J = 0 we have 

(3.3) 

by Eq. (2.9) with A'" =S'" and B'" = (0,0, 1). The Killing 
scalar Au is everywhere positive in the region, so the 
Hopf theorem applies to Eq. (3.3). Thus if </1=0 forms 
the boundary of some region,1/!I All has no maxima or 
minima in that region and must vanish everywhere. We 
conclude that ~= 0 cannot bound a region of S. A similar 
argument applied to the regions bounded by the curves 
1/!I All = -E for some sufficiently small positive constant 
E rules out bounded curves on which ~= O. Thus the 
velocity of light curves must extend to infinity. By asym­
totie flatness, we have ~- -1 + ~n2r at large distances 
from the fluid. Since there is only one positive root of 
tn2r - 1 = 0, we conclude that the velocity of light 
curve has a single connected component which separates 
S into two regions, ¢< 0 and Ij!> O. 

We observe next that 1) has a single sign on each com­
ponent of the velocity of light curve. This follows from 
the equation 

(3.4) 

Since 1/! = 0 does not intersect the axis, 1)2> 0 on the 
velocity of light curve. In particular, 1/ > 0 at infinity. 
Therefore, 1) is everywhere positive on the velocity of 
light Curve. 

The Hopf argument of Paper I now shows that 1)/1/! < 0 
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holds everywhere except on the axis, where 1)I1f;=O. 
Thus, off the axis, the angular momentum density of a 
rigidly rotating fluid is everywhere positive, even in the 
presence of ergoregions. 

IV. DIFFERENTIAL ROTATION 

We now develop some properties of the two-dimen­
sional manifold S describing a differentially rotating, 
pseudostationary fluid with a uniform sense of angular 
velocity (~> 0). The most important of these are prop­
erty (f), which guarantees that the locally nonrotating 
frames rotate with the same sense as n, and property 
(g), which under certain conditions implies that the sign 
of the angular momentum density agrees with the sign of 
n. 

Property (a); The eroregion is dis}oint from the axis. 
The proof for the rigidly rotating case given in the last 
section extends without modification. 

Property (b): Any connected component of the ergo­
region is simply connected and must interest a finite 
portion of fluid. The proof follows from Eq. (2.9) with 
A"'=(l, 0, O)andB"'=(O, 0,1), 

Dm[ 7-
1 A~IDm(AoolAu)] = 81T(/.L + p)71/!-1(n2 All - Aoo). 

A Hopf argument based upon this equation implies that 
the region Aoo ~ 0 can neither be surrounded by a closed 
curve lying in the vacuum region nor surround a closed 
curve. But by Property (a), we have Aoo < 0 on the axis 
and at infinity Aoo = - 1. Hence the ergoregion must have 
a finite intersection with the fluid. 

Property (d: Aalo# 0 in the ergoregion. This follows 
directly from t r = A~1 - AooA11' 

Property (d): Inside matter, Aoo:S 0 implies that II = Aoo 
+ nAol < O. 

Property (e): Inside matter, Aoo~ 0 implies Aal < O. 
The last two properties follow directly from the condi­
tion ¢ < 0 inside matter. 

Property (f): n> 0 implies AOI < 0, excluding the axis. 
We first establish this property for region A, defined 
by Aoo < O. The boundary of A consists of the axis for 
which AOlI Aoo= 0, infinity for which Ao/ Aoo = 0, and the 
curve Aoo= 0 for which Ao/Aao - 00 on approach from the 
interior of A according to Properties (b), (c), and (e). 
Now conSider Eq. (2.9) with A'" = (0, 1, 0) and B'" = (1, 
0, 0), 

Dm[ 7-
1 ~aDm(Aa/Aoo)] = - 81T(/.L + p)7nlll/!-l. 

Property (d) implies that the right-hand side of this 
equation is negative in region A. Hence the Hopf 
theorem implies that Ao/ Aoo cannot have an internal 
minimum unless Aa/Aoo is constant throughout A. The 
boundary conditions thus require either Ao/Aoo> 0 or 
Ao/ Aoo = 0 throughout A. The possibility Aa/ Aoo = 0 can 
be ruled out by direct inspection of the above equation. 
In the portion of the ergoregion inside matter, Property 
(e) implies AOI < O. To complete the proof, consider 
Eq. (2.9) with A'" = (0, 1,0) and B'" = (0,0, 1) in the por­
tion of the ergoregion outside matter 

Dm[ T-1"~IDm("0/ Au)] = O. 
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A Hopf argument based upon this equation implies >-01 < 0 
in this region. 

Property (f) establishes that the angular velocity 
w = - >-0/ Au of a locally nonrotating observer is positive 
everywhere except on the axis. We now consider the 
sign of the angular momentum density. For fluids with 
differential rotation, Sr:t and N" are no longer constant; 
thus the argument leading to Eq. (4.3) of Paper I, from 
which the positivity of the angular momentum density 
was derived, is no longer valid. In fact, we have 

(4.1) 

and 

D.Nr:t=p"'D.n, (4.2) 

where P"'A", = Au. We shall require the equation of 
hydrostatic support, Eq. (2.7). Using Eq. (4.0, this 
gives 

(4.3) 

We now assume that the fluid is governed by an equation 
of state !l = !l(p); then the right-hand side of Eq. (4.3) 
is a gradient. It follows that 

(4.4) 

so that n is functionally related to 11/ </I. To simplify 
comparison with the Newtonian limit (see Sec. V), we 
express this functional dependence in the form 

with 

where a prime denotes the differentiation of F with 
respect to its argument. 

(4.5) 

(4.6) 

An equation to which the Hopf theorem may be applied 
is obtained from Eq. (2.9) with A'" = N'" and Br:t = SOt , 

(4.7) 

By pushing sa and NOt through the differentiations and 
using Eqs. (4.1), (4.2), and (4.6), we can rewrite Eq. 
(4.7) in the form 

(4.8) 

where 

X = T-1 [n</l2 - (277 2 + n-1 10..01 </I)F'] (4.9) 

and 

ym= r-1(</iDmAll - AllDm</l+ 2 Au11Dmn)F' . (4.10) 

Property (g): For a differentially rotating j1uid (n> 0) 
satisfYing an equation of state jJ. = jJ.(p) , if X is a positive 
C 1 scalar field and ym is a Co vector field (excluding 
the axis) then 11/n</l must attain its extrema on the bound­
ary of the fluid. The proof follows immediately from the 
Hopf theorem, which is applicable in the interior of the 
fluid according to the hypothesis. 

Property (h): For a fluid satisfying the hypothesis of 
Property (g) and for which the density is nowhere zero 
(but decreases at large distance in accord with asymptotic 
flatness), the angular momentum density is nonnegative. 
This follows as a corollary to Property (g) since the 
asymptotic conditions imply 11 ~ 0 and </I < 0 at infinity. 
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V. DISCUSSION 

Property (g), of the last section, establishes condi­
tions on F(-11/n</l) under which the angular momentum 
denSity must be negative on the surface of the fluid if 
it is negative anywhere in the interior. In order to test 
the physical reasonableness of these conditions it is 
instructive to examine the Newtonian limit. For differ­
entially rotating fluids, F is a state function which. must 
be specified to determine a stationary configuration. In 
the Newtonian limit, Eq. (4.5) reduces to the standard 
formS n= F(p2), where p is the distance from the rota­
tion axis. The smoothness conditions on F imposed by 
the hypothesis of Property (g) are thus completely justi­
fied in this limit. Furthermore, the positivity condition 
on X reduces to the extraneous condition n> o. In fact, 
in this limit, the content of Property (g) reduces to the 
obvious statement that the moment arm of points in the 
fluid about the axis attains its extrema on the boundary 
of the fluid. Only in case of extremely nonrigid and 
extremely relativistic rotation could the conditions on 
F necessary for Property (g) be violated. 

We have not found any way to exploit Property (g) to 
show that the angular momentum denstiy must be posi­
tive for a finite fluid. The difficulties in attempting to 
formulate such a proof are associated with the break­
down of the concept of the velocity of light curve, which 
plays a key role in the proof for the rigid case in Paper 
I. This breakdown arises because in the differentially 
rotating case there is apparently no natural way to define 
n in the vacuum region outside the fluid. 

In establishing Property (h) we wer.e able to circum­
vent this difficulty by using boundary conditions at in­
finity. However, it is not clear how cogent this result 
is in practice. Along these lines, it is interesting to 
note that if the condition of a fluid equation of state !l 
= !l(p) were removed it would then be possible to con­
struct examples of systems with n> 0 for which the 
angular momentum density assumes negative values. 
For instance, consider a rapidly rotating compact body 
surrounded in the equatorial plane by a much less 
massive thin ring. The angular velocity of a locally non­
rotating observer has the asymptotic behavior w - p_3. 
Thus the ring can be positioned in a state of small 
stress with angular veloc ity 0 < n < w, so that the angu-
1ar momentum density is negative inside the ring. 

We conclude with an application of Property ({) to 
systems with ergoregions. 6 In the ergoregion, there 
exist particle orbits of negative total energy. If by some 
process such as decay of an unstable particle7 or pair 
production a particle is created in a negative energy 
state in the ergo region , it will be trapped there, and so 
contribute to the total mass and angular momentum of 
the system. The contribution to the mass is by hypoth­
esis negative; we shall show, via the inequality A01 < 0, 
that the same is true of the contribution to the total 
angular momentum. 

Let t· be the unit future-directed, timelike linear 
combination of ~g and ~~ which is everywhere orthogonal 
to ~1, i. e., t" is given by 

(5.1) 

R.O. Hansen and J. Winicour 1208 



                                                                                                                                    

(t4 is the locally nonrotating observer field. ) The velo­
city va of a particle can be written in the form 

(5.2) 

where y> 0, since v4 is future-directed, and where 
J1. mtm = J1.m~lm = O. The particle energy (per unit mass) is 
given by 

(5.3) 

since the particle is assume to have negative total 
energy, (-e»O. Solving Eq. (5.3) for a, we obtain 

a- A-1 (_ ey+ -'1'2 TA-1 / 2 ) - 01 v ~/ G u . 

The angular momentum of the particle is 

j = Vm~lm = y-1aAU 

= A11 AOi[ - e + vlf72y-1TAi~/2J. 

(5.4) 

(5.5) 

Now, since AOI < 0 in the ergoregion, Eq. (5.5) implies 
that j < O. Particles created in states of negative total 
energy must therefore tend to decrease the angular 
momentum of the system. 

1209 J. Math. Phys., Vol. 18, No.6, June 1977 

ACKNOWLEDGMENT 

We thank A. Ashtekar for helpful discussions and for 
pointing out the result concerning particles in negative 
energy states discussed in Sec. V. 

*This research was supported in part by Grant No. 
B/RG/5134.4 from the Science Research Council and Grant 
No. MPS74 18020 from the National Science Foundation. 

tpresent address: Department of Mathematics, University of 
California, Berkeley, CA 94720, USA. 

lR.O. Hansen and J. Winicour, J. Math. Phys. 16, 804 
(1975). 

2J. Friedman and B.Schutz, "Gravitational Radiation and In­
stability in Rotating Stars, " University of Cardiff preprint 
(1975). 

3J.B. Hartle and D.H. Sharp, Astrophys. J. 147, 317 (1967). 
4See , e. g., K. Yano and S. Bochner, Curvature and Betti 
Number (Princeton U. P., Princeton, N. J., 1953), p. 26. 

5See , e.g., R. Stoeckly, Astrophys. J. 142, 208 (1965). 
6 A. Ashtekar, private communication. 
7R. Penrose and R. M. Floyd, Nature 229, 177 (1971). 

R.O. Hansen and J. Winicour 1209 



                                                                                                                                    

Inequivalent sets of commuting missing label operators for 
SU(4) ~SU(2) x SU(2) 

C. Quesne* 

Physique Theorique et Mathiimatique. Universitii Libre de Bruxelles. Brussels, Belgium 
(Received 7 December 1976) 

We exhibit one possible choice for the four functionally independent label operators available. We prove 
that they can be separated into two inequivalent, i.e., functionally independent, sets of commuting label 
operators, namely the set of operators nand <P first considered by Moshinsky and Nagel, and the set of 
operators C (202) and C (022). 

1. INTRODUCTION 

When reducing the irreducible representations (IR's) 
of a semisimple group into IR's of a semisimple sub­
group, it often happens that the latter does not provide 
enough labels to specify the basis states completely. As 
is well known, one way of solving this problem is to use 
as basis the common eigenstates of a complete set of 
commuting Hermitian operators. Besides the Casimir 
operators of group and subgroup, such a set must in­
clude some miSSing label operators that remain to be 
found. They should be subgroup scalars belonging to the 
enveloping algebra of the group. The determination of 
all possible labeling operators is a fundamental problem 
when studying any noncanonical chain of groups. 

Recently this problem has been solved at least in 
principle. A general procedure for constructing an 
integrity basis of the subgroup scalars in the enveloping 
algebra of a group has been proposed and worked out in 
all cases where there is one missing label. 1,2 The chain 
SU(4):::> SU(2) xSU(2), for which there are two missing 
labels, has also been investigated along these lines. 2-4 
Explicit forms of possible basic scalars have been given 
in Ref. 4 for this case. 

Since the completion of this work, Peccia and Sharp 
have shown that for any semisimple group and subgroup, 
the number of functionally independent label operators 
available is just twice the number of miSSing labels. 5 
Therefore, it has seemed interesting to us to re­
examine the results of Ref. 4 in the light of this new 
theorem. 

In Sec. 2 we exhibit one possible choice for the four 
functionally independent label operators available among 
the scalars of the integrity basis found in Ref. 4. We 
then prove in Sec. 3 that from these operators we can 
form two inequivalent, i. e., functionally independent, 
sets of commuting label operators. 

2. FUNCTIONALLY INDEPENDENT LABEL OPERATORS 

It is shown in Ref. 4 that an integrity basis for the 
SU(2) xSU(2) invariants belonging to the enveloping 
algebra of SU(4) includes seven independent operators 
besides the five Casimir operators G2 , G3, G4, 82 and 
T2 of SU(4) and SU(2) xSU(2). For those additional 
operators we can choose 
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and 

C(llI)=5 j To;QIO;, 

C (202) = 5 15j Q la Qjo;, 

C (022) = TaT 8 Q la Q 18, 

C (112) = E/ jk EaflY 51 T exQ j8 Q kYl 

C UI3 )=51 T exQ I8 Q jex Qj8, 

C(2Q4) = 5 j 5 j Q lex Q j8 Qka Qk8' 

C(024)= Ta T 8Q/a Qj8Q/,QjY' 

(2.1) 

(2.2) 

On the other hand, from the result of Peccia and 
Sharp,5 we can infer that among these twelve invariants 
there are only nine functionally independent operators, 
namely the five Casimir operators plus four additional 
operators. We now proposed to prove that the latter can 
be chosen as C(llll, C(202), C(022>, and C(1l2). 

As the Casimir operators can be expressed in terms 
of the operators (2.1) and the following five operators4; 

C(200) = 51 5j1 

C (020 ) = TaT a , 

C(002)=Qla Qja, 

C(003)=EjjkEas,Qja QiSQkr> 

C(004) = Q ia Q is Qja Qja, 

(2.3) 

it is sufficient to show that the operators (2.1) and (2.3) 
are functionally independent. For that purpose we re­
quire the operators 5 i' T a' Q ia by ordinary variables 
5/l I a' q la' transforming in the same way under 
SU(2) XSU(2), and converting therefore the operators 
C (ABC) into ordinary polynomials. 4 It is then enough 6 to 
prove the functional independence of these polynomials. 

To check this point, let us show that the Jacobian of 
these nine polynomials with respect to a set of nine 
independent variables, for instance 511 52' 53' t I , t2 , 13 , 

qu, q22, and q33' is not identically zero, 

(2.4) 

We get straightforward that the term of this Jacobian, 
which is of degree zero in the variables q la with i"* Q', 

is equal to 
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1536[(s~ t~ - s~ t~) Sit I qll + (s~ t~ - s~ t~) S2t2q22 

+ (S~t~ - s~tDs 3t3q33] (q~1 - q~2)2 (q~2 - q~3)2 (q~3 - q~I)2. (2.5) 

This establishes the truth of Eq. (2.4). 

3. INEQUIVALENT SETS OF COMMUTING LABEL 
OPERATORS 

To solve the state labeling problem for SU(4) =:l SU(2) 
xSU(2), it remains now to construct a set of two com­
muting label operators from the four label operators 
available, namely CUll>, C(202), C(022), and C(ll2). It is 
obvious that there are many such sets because if we 
have got two commuting label operators, 0 1 and O2 , any 
two independent functions of them will do as well. 
Functional dependent sets of commuting label operators 
are however uninteresting, and will therefore be con­
sidered in the following as equivalent. We proceed now 
to show that the four label operators available can be 
separated into two inequivalent sets of commuting label 
operators. 

For that purpose, let us look for all the independent 
solutions of the equation 

[OU O2 ] =0, (3.1) 

where 
0; = Ql I C (lll) + (3; C(202) +y jC(022) + Ii; C(1l2 >, i = 1, 2, 

(3.2) 

and QI j> (3j> Y j, and Ii; are some numerical coefficients 
to be determined. The commutators of the operators 
C(ABC) can be easily calculated from those of the 
generators of SU(4), 4 and are given by the following 
relations: 
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[C(lll>, C(202)] = _2iC(213) +1. o. t., 

[C WI >, C(022)]= _2iC(l23) +1.0. t., 

[C(llll, C (2 )]=[C(1ll>, C(202)] + (C(lll), C(022)], (3.3) 

[C(202), C(022)]=0, 

[C (202), C(1l2)] = _ 4iC (214) + 1. o. t. , 

[C (022), C (1l2)] = _ 4ic(l24) + 1. o. t. , 
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where C(213), C(l23), C(214), and C (24 ) are SU(2)xSU(2) 

invariants whose explicit expressions are given in Ref. 
4, and 1. o. t. denotes lower order terms, i. e., invari­
ants of degree lower than that of the first term. There 
are therefore four linearly independent commutators, 
namely those of CUll) and C(ll2) with C(202) and C(022). 

Equating their coefficients in Eq. (3.1) to zero, we get 
four equations in QlI> (3iJ YIJ and Ii;, 

QlI({32 + li2) = Ql2({31 + iii), 

QlI (Y2 + li2 ) = Q!2(Yi + liJ, 

{3l li2 = (32 lil' 
(3.4) 

It is straightforward to show that this system of equa­
tions has exactly two independent solutions, leading to 
the following two inequivalent sets of commuting label 
operators: 

oil) = CUll), O~I) = C(202) +C (022) _ C(ll2), 

and (3.5) 

0;2) = C (202), 0~2) = C (022) . 

The operators (3.5) coincide with the operators nand 
<I>, which were first conSidered by Moshinsky and 
Nagel,8 and diagonalized simultaneously in Ref. 4. 

* Maitre de reche rches F. N. R • S. 
1B.R. Judd, W. Miller, Jr., J. Patera, and P. Winternitz, 
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3W. Miller, Jr., unpublished. 
4C. Quesne, J. Math. Phys. 17, 1452 (1976). 
5A. Peccia andR.T. Sharp, J. Math. Phys. 17, 1313 (1976). 
6In fact the operator invariants corresponding to polynomial 
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C. Quesne 1211 



                                                                                                                                    

Evolution equations possessing infinitely many symmetries 
Peter J. Olver 

Department of Mathematics, University of Chicago, Chicago, Illinois 60637 
(Received 23 November 1976) 

A general method for finding evolution equations having infinitely many symmetries or flows which 
preserve them is described. This is applied to the Korteweg-{je Vries, modified Korteweg-{je Vries, 
Burgers', and sine-Gordon equations. 

The intense research activity of the past ten years 
surrounding the Korteweg-de Vries (KdV) equation 
was initially motivated by the discovery of an infinite 
series of conservation laws. 1 Noether's theorem shows 
that for a partial differential equation in Lagrangian 
form (which the KdV equation can be put into) there is 
an intimate connection between one-parameter symmetry 
groups of the equation2 and conservation laws. 3 This was 
mysterious since the KdV equation possessed only a 
four -parameter symmetry group. However, it was 
noticed that the higher order analogs of the KdV equation 
discovered by Gardner4 could be reinterpreted as 
"higher order symmetries" of the equation,5 shedding 
some light on the mystery. Thus the more immediate 
object of interest becomes the symmetry groups, or, in 
more traditional terminology, the evolution equations 
whose flows preserve the KdV equation. The advantage 
of this point of view is that the symmetry groups can 
be systematically found, as in Theorem 1, in contrast 
to the ad hoc methods used to discover conservation 
laws. A recursion formula due to Lenard4 for the higher 
order KdV equations is generalized here to provide a 
method for the construction of infinite series of higher 
order symmetries of more general evolution equations. 
In particular, we derive in Example 4 an infinite series 
of flows, all of which preserve Burgers' equation. 
(These symmetries however do not give rise to conser­
vation laws since Burgers' equation cannot be placed in 
Lagrangian form. The precise relationship between 
symmetries and conservation laws shall be discussed in 
a future paper. ) The methods employed here are differ·· 
ential algebraic in nature, in the same spirit as the 
recent work of Gelfand and Dikil. 6 The calculations pre­
sented in this note will be formal; rigorous mathematical 
statements and proofs shall appear elsewhere in a more 
complete exposition. 

Let R{u} denote the algebra of polynomials in the vari­
able u and its derivatives with respect to a single inde­
pendent variable x. Given a polynomial PE R{u}, let {p} 
denote the differential ideal generated by P; it consists 
of all polynomials of the form 'f,QkDk P, where D = d/ dx, 
the total derivative. For convenience we abbreviate 

Let T be the vector space of all formal polynomial 
partial differential operators acting on R{u}; in other 
words, T consists of all operators of the form 
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where PI E R{u}. Here the sum is over all multi-indices 
I=(io, iu ... ,il) with l=O, 1,2,"', and 0I=o~ootl'ooOll. 
T contains the total derivative operator 

d ~ 

-d =D= 6U I+1o .. 
X 1.0 • 

(1 ) 

Since T acts on R{u}, we make T into an algebra by de­
fining the product of D, D' E T to be 

D ·D'(p)=D[D'(p)] PER{u}. , 
Using Leibnitz' formula, if D = 'f,PIoI and D' = 'f,Q JO J' 
then 

D·D'=6PI 6 (M1)OMQJ'OI+J_M' 
I,J O~M~I\J 

Moreover, T is a Lie algebra with bracket 

[D,D']=DD'-D'D. 

Now let 

V:R{u}- T 

be the map defined by 
~ 

V(p) =J"2j,IJi p. 0 j' 

(2) 

(3) 

Note that in Ovsjannikov's terminology, 2 V(p) is the 
oo-prolongation of the vector field p. o/au, in the case 
P is a polynomial in u alone. 

Given a differential polynomial KE R{u}, consider the 
evolution equation 

ll t =K(u). (4) 

If we make the assumption that (4) is locally uniquely 
solvable for arbitrary smooth initial datau(x,O)=f(x), 
then there is an induced flow on C~(1R), 

Kt[j(x)]=u(x,tl, fE C~(IR), 

where u(x,t) is the solution of (4) with initial dataf. If 
P E R{u} is another polynomial, then we say that the flow 
generated by P preserves the flow generated by K if 

Ps[R\IJ)] = Kt[P.(f)] 

for all fE C~(IR) and all s, tE IR where the equation is 
defined. 

Theorem 1. Let P,KE R{u}. Then the flow generated 
by P preserves the flow generated by K if and only if 

(5) 

Condition (5) refers to the partial differential algebra 
R{u} consisting of polynomials in u and its partial de­
rivatives with respect to both x and t; D t = d/ dt is the 
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total derivative with respect to t. To verify condition 
(5) it suffices to replace the variables aJ+Iu/aJxat in 
the left-hand side by DJK and equate the resulting 
expression to 0. In the special case that P is a poly­
nomial in u alone this result is well known; it is just 
the infinitesimal criterion of invariance of (4) under the 
one-parameter group with infinitesimal generator 
p. a/Ou. 2 Thus if P, K satisfy criterion (5) we shall say 
that P is an infinitesimal higher-order symmetry of K. 
Note that P=K trivially satisfies (5). 

by 

Next, define the map 

A:R{u}- T 

Note that 

V(P)K = A (K)P 

(6) 

(7) 

for P, KE R{u}. Let To be the subspace of T generated 
by the operator D, i. e. , the elements of To are opera­
tors of the form 'i~=oP.Di with Pi E R{u}. Note that To 
preserves ideals in Rtu}. 

Theorem 2: Suppose 0 E To satisfies 

[A(K) -Dp O]PE {u t -K} (8) 

for all P E R{u}, then K possesses an infinite series of 
infinitesimal symmetries 

K(j)=OJK, j=O, 1, 2, •••. 

Proof: By induction on j and Eq. (7) 

[ A(K) -Dt]K(J-l) E {Ut -K}. 

(9) 

Using'" to denote congruence modulo the ideal {u t - K}, 
condition (8) implies that 

( A(K) -DtJK(jl = ( A(K) -DtlOK(J-ll 

",O[A(K) -Dt]K(J-I) 

",0, 

thereby proving the result. 

An operator 0 E To that satisfies condition (8) will be 
called a recursion operator for K. Practically, to veri­
fy the condition that 0 be a recursion operator for K it 
suffices to (a) compute the Lie bracket in A{u}, (b) sub­
stitute DJK whenever the variable aJ+Iu/axial appears, 
and (c) equate the resulting coefficients of Dk for each 
power k to O. Thus (8) gives a useful criterion for 
determining when an evolution equation possesses an 
infinite number of symmetries. 

Actually, to apply Theorem 2 to any interesting equa­
tions, it is necessary to enlarge the class To to include 
more general recursion operators. In particular, we 
wish to allow recursion operators that involve the in­
verse total derivative D-I

• 7 The problem is that D-1 is 
not well defined on all of R{U}, so more care in the 
assumptions is needed to ensure that the conclusions of 
Theorem 2 still hold for these more general operators. 
A preCise statement of the generalization of this theo-
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rem will be deferred to the later rigorous exposition. 
In this note we shall be content to use condition (8) 
formally to find a few specific recursion operators. 

EXample 3: Consider the KdV equation 

(10) 

Here we reprove the result of Lenard that the operator 

o =D2 + iu + tuxD- I (11) 

is (formally) a recursion operator for K. Now 

A(K)=A=D3 + uD+u x ' 

Hence 

A·O =oD5 + ~UD3 + ¥u xD2 + (3u xx + iu2 )D 

+ Huxxx + uu) + t(uun + uUxx + U;)D-l 

and 

o . A =0 D5 +juD3 + lfuxD2 

+ (3u xx + iu2)D + (u xxx + uu,.), 

Therefore, 

[A,OJ = i(uxxx + uu) + t(u xxxx + uUn + u;)D_l, 

Furthermore 

[DpOJ = ~Ut + tuxtD-1
, 

so that condition (8) is verified. The infinite series of 
symmetries 

K(J)=OiK, 

when put into evolution form 

ut=K(jl(u) , 

are just the higher-order analogs of the KdV equation. 4 

Example 4: Consider Burgers' equation 

ut""B(u)=uxx+uux ' (12) 

We show that B possesses the recursion operator 

O=oD+~u+~uxD-l. (13) 

Here 

A(B)=oA=oD2 + uD + u x ' 

Hence 

A ·0 = D3 + ~2 D2 + ("" + ~u2)D + 32(U + uu ) ~x Xx x 

and 

Therefore, 

[A OJ=.!.(u +uu )+.!.(u +Ul' +u2 )D-1 
, a xx x 2 xxx "'xx x • 

Furthermore 

[DpO] == ~Ut + ~UxtD-l, 

which proves condition (8) formally. Therefore, we have 
an infinite sequence of flows 

u
t 

=0 B(J)(u) =!)iB(u) 

all of which preserve the flow given by Burgers' equa-
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tion. The first few of these flows are 

Ut = B(O)(u) = Uxx + ltlt", 

u t = B(1)(u)=u"xx + ~{Uxx + ~u; +~u2ur' 

Ut = B(2)(U) =U"xxx + 2uu xx" + 5u"u xx 

+ ~2uxx + 3uu; + iu3u", 

+ ~U2U"xx +¥UU"u xx + !fu~ 

+ ~U3uxx + !fu
2
u; + fe,u4u". 

(14) 

Example 5: Finally, we consider the modified KdV 
equation 

(15) 

which is known to also possess infinitely many conserva­
tions laws. In fact, the original proof of the existence 
of infinitely many conservation laws of the KdV equation 
ut = K(u) stemmed from the remarkable transformation 
of Miura8 relating the two equations. Explicitly, if 

v = u2 + /lu", where)l = -r.::6 , 

then 

(/lD+ 2u)[u t -K(u)]=vt -K(v). 

Let us assume_for the moment that K possesses a recur­
sion operato:r.:,O an_d ,that furthermore the higher-order 
analogs u t = KCj) =OjK are related to the higher -order 
analogs of the KdV equation by the same formula, 

(jJD + 2u)[ut - i?fjl(U)] = v t - K(j)(v). 

We conclude that the recursion operator 15 must be 
related to the recursion operator 0 of K by the formal 
operator equation 

(jJD + 2u)·15 =0· (/lD + 2u). 

A straightforward calculation shows that for this to hold, 

(16) 

The last term in (16) is the operator which takes a poly­
nomial P E: ~{u}, multiplies it by u, then applies D-I

, and 
flnally multiplies the result by tu". We shall check that 
o is indeed a recursion operator for i? We have 

A (K) = A = D3 + l/2 D + 2uu . 
r 

Note that 

D- I • U = uD-I _ D-I • uxD- I . 

Hence 

u.D-I'uA=uu n2+u3u _uD-I '(uD2+U2U) ... x- x x x x 

and 

= uU"D
2 

- u;D + (u 3u" + u "u,,) 

- uxD- I 
• (u xxx + u2u) 

A • u n- l
• u = [u n 3 + 3u D2 + (3u + u 2u )D x- x xx xxx x 
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+ (u xx,," + u 2u"x + 2uu;)] • D- I • U 

= UUp2 + (2u; + 3uu,,)D + (3uu""" + 4u"uxx 

+ u 3u,,) + (u,,""" + u 2u xx + 2uu;)D-I • u. 
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Hence 

[A,tup-I'U]=2(uu" +u2)D+2(uu +uu) 
x x xxx x xx 

Therefore, 

+ t(uxxrx + u2u"r + 2uu;)D- I • u 

+ tuxD-I • (u + u 2u ) xxX' x • 

[A,D] = ~(ur"r + u 2u ) + Hu + u 2u x xxxx xx 

+ 2uu;)D-I. u + tUrD-I. (U rxx + u 2u). 

On the other hand, 

D t ·u"D-I·u=urtD-I·u + Up-I'U t + up-l·uDt • 

Hence 

[D t , D] =~UUt + tUxtD-I. u + tup-l. u t . 

Comparing the expressions for [A,15] and [D ,15] shows 
that condition (8) holds formally under the pl~usible 
assumption that U n- l • u and u D- l • (u + u2u ) define x- t x XX'X' x 
the same operator modulo the ideal {u t - K(u)}. We con-
clude that the flows 

u t = KIJ )(u) =15J K(u) 

all preserve the modified KdV equation. The first few 
of these flows are 

U t = KCO)(u) = u rxr + u 2u r , 

u t =KCI)(U)=uxxrxx + ~2urxr + ?juu.urx + ~u~ + ~U4ux' 

u t = K(2)(U) = u xxxxxxr + ~2uxxxxx + 14uu xu rxxx 

+ 21u2
1/ + ~uu U + ~u u 2 

X"'~x"x ;:I xx xxx "x xx 

Example 6. In this example we consider the sine­
Gordon equation 

U xt = sin u. 

This equation is already known to possess infinitely 

(17) 

many conservation laws and symmetry groups. 9 Although 
this equation does not belong to the class of evolution 
equations, we shall indicate how the methods used pre­
viously can be modified so as to rederive the symmetry 
groups of (17). The analog of Theorem 1 in this case is 
that the flow generated by a polynomial P E: R{u} pre­
serves the set of solutions of the sine-Gordon equation 
if and only if 

A(P)E {urt - sin u}, 

where A is the operator 

A=DDt - cos u. 

(18) 

In this case we call P an (infinitesimal) symmetry of the 
sine-Gordon equation. 

Suppose we can find operators 0 and 0' satisfying 

[AO-O'A]QE{U xt -sinu} (19) 

for any QE R{u}. Then condition (18) implies that OP is 
a symmetry of (17) whenever P is. In other wordS, 0 
would be a recursion operator for the sine-Gordon equa­
tion. However, since (17) is not an evolution equation, 
we are left with the task of finding one symmetry of (17) 
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in order to prove that there are infintely many sym­
metries. This is simplified by the observation that any 
partial differenital equation not explicitly involving the 
independent variable x or t is invariant under the flow 

This amounts to the statement that j(x + x, t) is a solu­
tion whenever j(x,t) is. [In our previous examples, if 
we apply the recursion operators to the polynomial u" 
the flow we derive is just that of the original equation. 
For instance, 

(20) 

Now consider the oper~tors 

[) = D2 + u; - u,D-1• ux,' [)' = D2 + u~ + uxp-l • ux' (21) 

We have 

and 

A[) = D3Dt - COSUD2 + u~DDt + uxUxPt + 2uxuxtD 

+ (u""u xt + uxuxxt - u; cosu) + (u x cosu 

- uxxt )D- 1 
• uxx - uxxD-1 • U""t - uxp-1 • uxxD t' 

[), A = D3Dt - COSUD2 + u;nDt + uxUxxDt + 2ux sinuD 

+ uxx sinu - u""D-1 • U x cosu - u""D-1• UxPt' 

where we have used the identity 

D-1·up=ux -D-1·uxx · 

Comparing these expressions verifies condition (18) 
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formally. We conclude that the flows 

Ut=[)k(U), k=O,1,2,'" 

are all symmetries of the sine-Gordon equation. The 
first few of these flows are 

ut =ux' 

ut = uxxx + ~u!, 

ut = uxxxxx + ~;uxxx + ~xu;x + iu;, 

ut = uxx""xxx + ifu;uxxxxx + 14uxuxxuxxxx + ¥uxu;xx 

+ ~u;xuxxx + ¥u;u xxx + ¥u!u:x + &u:. 
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The symmetries of the gradient free ultralocal model quantum field theories are studied. The internal 
parameter A introduced by J. R. Klauder is replaced by an r-component vector and used to obtain an r­
vector ultralocal field operator 4>. Then ultralocal many-body models with translational and rotational 
symmetry are set up by partitioning ~into N. 3-d "relative internal coordinates." Hartree-type 1/ N 
limits are studied in this model and found to be accurate only if contributions from I~ > > 0 are 
negligible. A brief sketch is given of how to produce more general UN and pairing interaction ultralocal 
models. 

1. INTRODUCTION 

It is widely believed among physicists that quantum 
field theories describe the fundamental particles. The 
proof of such assertions, however, remains a long­
standing problem-now approximately fifty years old. 
The two conceptual problems with quantum field theo­
ries are the infinite number of degrees of freedom and 
the nonlinear powers of the "fields" at a single space­
time point. 

The idea of symmetry plays a deep and profound 
role in both physics and mathematics. Systems with 
an infinite number of degrees of freedom are presently 
subj ect to so little mathematical control that their sym­
metries assume an especially important role. Any sys­
tem with an infinite number of degrees of freedom which 
can be studied mathematically is worthy of attention. 
Since covariant models are a small subset of the set 
of all model field theoreis and in view of the scarcity 
of mathematically sound models, one need not apologize 
for isolating these problems by his choice of a model. 
The ultralocal models to be studied in this paper are 
one such class of models. 

Ultralocal models were created by Wentzel, 1 and 
studied as a lattice model by Schiff. 2 After several in­
conclusive studies by other authors, Klauder developed 
an exponential Hilbert space approach, 3 which he then 
used in a series of definitive papers on ultralocal mo­
dels,4-8 nonrenormalizable models, 9.10 and independent 
value models. 11,12 Then Newman13 used the Araki gen­
erating functional method14 to provide a "current alge­
bra" formulation of ultralocal models. Goldin15 has 
given an incisive discussion of Newman's formulation 
which he relates to Klauder's approach. DeFacio and 
Hammer16 have used a bilinear approach to reproduce 
Klauder's ultra local models. 

The simplest definition of an ultralocal quantum field 
theory is that it is a theory which is obtained from a 
covariant theory by dropping all spatial gradients. For 
a single time-zero scalar field ¢(x), with XE: R S and 
(x, t) == x E: RS+\ i. e., space is s-dimensional and space­
time is (s + i)-dimensional, a covariant Hamiltonian H 
is given by 
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(1.1) 

whereas the corresponding ultralocal Hamiltonian H is 
given by 

(1. 2) 

The reduction from Eq. (1.1) to Eq. (1. 2) corresponds 
to the collapse of the light cone to a single timelike line 
at the spatial point x. The most fundamental symmetry 
of ultralocal model field theories is statistical indepen­
dence of distinct spatial points. 17 This symmetry plays 
a key role in formulating these models and, in parti­
cular, it allows the use of powerful probability meth­
OdS. 18 ,19 

The problem to be discussed in this paper is the gen­
eralization of the one-component ultralocal field ¢ to 
;p, an r-component ultralocal field. The details of this 
construction are given in Secs. 2,3, and 4. In Sec. 5 
a many-body ultralocal model is presented, as an ex­
ample, which exhibits translational and rotational sym­
metry. The Hartree approximation to the ultralocal 
field is also discussed in this section. In Sec. 6 ultra­
local models with more general symmetries are dis­
cussed, and our conclusions are presented. 

2. MORE GENERAL Ul TRALOCAL MODELS 

A straightforward generalization of Klauder's ultra­
local models4-

8 occurs when the number of internal 
variables is increased: 

(2.1) 

We emphasize that r==dim(X) '" s =dim(x) as these vec­
tors "live in" independent spaces. For these models, 
A*(x, r), A(x, X) act as creation and destruction opera­
tors and together with the unique vacuum I m generate 
a Fock space HF • The only nonzero commutator is 

[A(x, r), A *(x', X')] == o(x - x') o(X - X') (2.2) 

and 

(2.3) 
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for all x and ;\. Thus, HF is a Fock space in s space 
dimensions, together with r-dimensional independe~t 
internal coordinates The non-Fock operators B(x, A) 
and B*(x, :\) are obtained from the translations16 

exp(- ~C>A(x, ~) exp(.6c) ==B(x, -;:) =A(x, ~) +C(t) 

and 

exp( - .6c)A *(x, ~) exp(~c) == B * (x, ~) = A * (x, r) + C (\) . 

(2.4) 

The translation generator .6c for a general function 
1:(x, -;:) is given by16 

~c=a*(1;)-a(1:), (2.5) 

with 

a(1;) = I dx J dAJo[1:(x, r), A (x, A)], 

a*(1;) = r dx J dtJo[A(x, :\), 1:(x, ~)], 

and, unless otherwise stated, 

J O(1:1 , 1:2) = 1:f1;2' 

(2.6) 

As in Klauder's one component models,4-12 the gen­
eral model function is taken to be 

C(:\) = exp[ _ y(~) ]!I!(~) 11 , (2.7) 

where limj(\) - 1-;:1 1 as :\ ~ 0 is the only zero and y(;\) 
is a polynomial of _degree ~n (n"" 1). Also it is conve­
nient to choose C(A) = C(- A). 

The integrability conditions for C(A) are chosen as 

J dk2(~) - 00, 

(2.8) 
J dnA Jo ~ dA[ >t+1 /(1 + Ar+1)] C2(\) < 00, 

where A = 1 ~ 1 and dnA is the differential solid angle 
about t. As a result of these restrictions the singularity 
parameter Y of Eq. (2.7) satisfies the inequalities 

(r/2) + 1> Y? (r/2). 

The r-component, time-zero, configuration field is 
given by 

(

1)1 (X») 
¢(x) =: ' 

1>r(X) 

where 

It is a straightforward process to form higher rank 
tensors such as the second rank tensors 

(2.9) 

(2.10) 

In general, an ultralocal field operator with l indices 
can be written as 
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These tensor fields lead to a generalization of 
Klauder's renormalized fields 5 

1>~(x) = J dAB*(x, A)APB(x, A), 

where p = 1, 2, ... and where formally 

1>~(x) = Z-l[Z 1> (x) f 
with the renormalization factor Z-l = 0(0). To verify 
this, observe first that 

1> i (x) 1> j(Y) = o(x - Y)1> u(x) + :1> i (x) 1> j(Y): 

where : : symbolizes the normal ordered product. This 
leads to the definition of the renormalized product 

[1>ri(x)1>rj(x)] == 1> ij(X) 

= z 1>i(X)1>j (x). 

Evidently this can be repeated to give 

= ZI-l[1>"'l(X)1>", (x)·. '1>" (x) 1 
2 1 

The system Hamiltonian H of an ultralocal system 
generates the time evolution of the fields through the 
operator relation 

1>"1'''''1 (x, t) = exp(iHt)1>"l'" "1 (x) exp(- iHt). (2.13) 

The Hamiltonian can be written as 

H(B) = J dx J drB*(x, X) hB(x, :\), 

where the c-number operator h is given by 

h = - D('iA) + v(:\) , 

with 

v(~) = [D(VA)C(~)] /C(\) , 

(2.14) 

(2.15) 

(2.16) 

and unless otherwise stated the differential operator 
D(VA) is 

_ _ r a2 
D(V;>.)==HvY=16~a.\ . 

11:1 n 
(2.17) 

- 1 Operators Q may be defined as 6 

Q= 

where 

(2.18) 

Since field operators are not usually well defined as 
point operators, we also need smeared operators 

Q(j, B) = J dxj(x). Q(x, B), (2.19) 
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where f(x) is an appropriately well-defined real, smear­
ing function. Note ¢i(X) defin.!d by Eq. (2.9) is a special 
case of Eq. (2.18) with q/(x, A) "\. It follows that 

Then in terms of gauge parameters f31 ••• f3 n, the 
operator 

U(~) = exp[iQ(~, B)] 

(2.20) 

is unitary if Q is self-adjoint, by Stone's theorem. If 
Q is a symmetry operator S, then16 

[H, S]=0=6;/3IJ dx J d~B*(x, ~)[h, Sj]B(x,~) 

implies [h, Sf] = 0 so that H has the same symmetries 
as h. Thus, the study of symmetries of Klauder's ultra­
local models can be reduced to the study of the" effec­
tive potential" v(~) of Eq. (2.16). Several examples 
will be presented in a following section. 

3. BILINEAR OPERATORS IN TRANSLATED 
FOCK REPRESENTATIONS 

The states generated from the vacuum state I n), by 
the operator :Ee, 

I ~) = exp(:Ee) I n) 

= N exp( a* W 11 n), (3.1) 

where 

(3.2) 

are coherent states16 defined for each element ~(x, X) 
E L2(RS, Rr). These states form ~ total set and are 
eigenstates of the operator A(x, A}, 

A(x, ~) I ~) = ~(x, ~) I ~). (3.3) 

Any operator exp[iQ(j, A)] that satisfies 

exp[ - iQ(j, A} ]A(x, ~) exp[iQ(j, A) 

= exp(ij . q) A(x, ~} (3.4) 

when acting on a coherent state gives a new coherent 
state 

exp[iQ(j, A)] I ~) = In, 

The matrix element of two coherent states, 

<~I~I=NN' exp[j dxJ dXJoU;, n], 

never vanishes. 

(3.5) 

(3.6) 

(3.7) 

These properties can be used to show that the states 
Ii> generated by the smeared field operator ¢(j) de­
fined in Eq. (2.20), 

Ii> = exp[i¢(j)] In), (3.8) 

is a coherent state with 

(3.9) 

1218 J. Math. Phys., Vol. 18, No.6, June 1977 

if 

C(X) =C(- ~\ (3.10) 

and providing C(X) satisfies Eq. (2.8). 

Another useful result is 

(3.11) 

where 

(3.12) 

These results all reduce to Klauder's one-dimension­
al case if the dot productj. q is replaced by its one­
dimensional analog. For this reason, the generaliza­
tion of Klauder's Theorem 3.15 is trivial. The state­
ment of the theorem is as follows. Consider a family 
of approximating operators of the form 

where E > 0, 

B,(x, \) =A(x, \} + C,er), 
and the operator q is a function of .\ alone. Here C.(~) 
(possibly complex) is a smoothed model function which 
is chosen such that lim .. oC.(X) = C(X). Specifically we 
require 

(3.14) 

for all E > O. For example, if q(\) den2tes multiplica­
tion or differentiation with respect to A and we are con­
cerned about the singularity of C(~) at \= 0, we might 
use 

(3.15) 

which has the property C,(O) = 0 and C.(~) - C(X), rot o. 
Theorem 3.1 then states that under these conditions 
Q,(l, B) is self-adjoint, exp[iQ,(j, B)l is unitary, and 

s-lim exp[iQ,(j, B)] = exp[iQ(f, B)], (3.16) 
.. 0 

provided that 

J(j) = lim J d~ C.(~) (exp(ij. q) - l)C,(~) (3.17) 
610 -

is a continuous function of f and that 

s-lim[exp(ij.;) - l]C.(~) =O(j, X) (3.18) 
.. 0 

is a continuous function of j and 0 (j, X) E L 2(R S
, RT). 

For q = 1, Q(], B) = ¢(j), Eqs. (2.8) and (3.10) im­
ply Eqs. (3.17) and (3.18). Thus ¢(j) is a well-defined, 
self-adjoint, local field operator. On the other hand, 
the operator ~ (x) obtained from the time differentiation 
of Eq. (2.13), setting t = 0, 

$(x) = - i[$(x), H] 

= J dr B* (x, 1)(- iV).lB(x, Xl, (3.19) 

where 
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exp(- iHt)A(x, t) exp(iHt) = exp(iht)A(x, t) 

is a form rather than a local operator because for 
q(t) = (- iVA) Eqs. (3.17) and (3.18) are not satisfied. 
Additionally 

[~(x), *(y)]=iO(x-y) J dAB*(x, 'A)B(x, t) 

is also a form (q = 1) which has a leading c-number 
singularity i o(x - y) fdA C2(t) corresponding to an in­
finite field strength renormalization. Thus the ultra­
local models do not possess a canonical field and mo­
mentum pair obeying the traditional commutation 
brackets. 5 

Although the operators Q(l, B) may be well defined, 
they are in general neither globally or locally unitarily 
equivalent5,20 to the operators Q(j, A) because 

(3.20) 

is not a unitary transformation as long as C(t) is not 
L2(RT). The only exception occurs if 

qC(t) = 0, q*C(t) = 0, (3.21) 

in which case 

Q(l, A) =Q(l, B). 

The Hamiltonian operator defined by Eq. (2.14) is a 
typical example with Eq. (2.16) being the appropriate 
specialization of Eq. (3. 21). 

Note that although the Fock space symmetry opera­
tors Q(j, A) = S(J, A) satisfy [S(l, A), H(A)] = 0, defined 
on a dense domain, only those corresponding symmetry 
operators S(j, B), which satisfy the restrictions im­
plied by Eqs. (3.16)-(3.18), can also satisfy [S(j, B), 
H(B)] = 0 defined on a dense domain. 

In this sense certain symmetries can be said to be 
"spontaneously broken" by the transformation, Eq. 
(3.20), which is an analog of the Higgs transformation. 

In particular for the "number" operator 

N(B) = J dx J dAB*(x, -;:)B(x, X), 

exp(- ~c)N(A) exp(~c) =N(B), 

N( O!, B) = O!N(B), O! '" real const, 

Eqs. (3. 17) and (3. 18) become 

J( O!) = (exp(i O!) - 1) lim J dX Ct (X) C. (Xl - 00 

elO 

and 

O(O!, X) = (exp(iO!) -l)C(t), 

(3.22) 

which is not L 2(R'). Thus gauge symmetry of the first 
kind is spontaneously broken in the ultralocal models. 

For a similar reason S(j, B) cannot be a symmetry 
operator if C(t) is an eigenfunction of q(!) with nonzero 
eigenvalue even though [q(A), h (t)] = 0 since the condi­
tions expressed by Eqs. (3.17) and (3.18) cannot be 
satisfied. 
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4. PASSAGE TO THE FREE LIMIT 

A free ultralocal field can be defined from creation 
and annihilation parts as 

~F(X) = (2J.Ltl/2 [AF(x) +A,(x)], 

AF(x) = J dA U;.(A)A(x, t), 

(4.1) 

(4.2) 

where J.L corresponds to a mass parameter and UF(t) 
represents a free, normalized, single particle, c­
number state. A smeared free particle field can be con­
structed as before, 

¢F(j) = J dxj(x). ~F(X) = - i~c, 

where t=i(2J.L)-1/2j(X). 

(4.3) 

Free particle symmetry operators and a Hamiltonian 
would be defined as 

SF = J dxA1-(i) . (sAF(x), 

HF = J.L J dxA,(x)' AF(x). 

The state 

is a coherent state which fulfills 

AF(x) Ii> =i(2J.L)-1/zj(x) IhF 
as can be seen from Eq. (4.3). 

(4.4) 

(4.5) 

It then follows, from the analogs to Eqs. (3.4)- (3.6) 
or Eqs. (3.11) and (3.12), that 

Fa I exp(i O! . SF)ll')F = F<rlf)F exp[(2f.l)-1 

x J dxj· (exp(iO!. s) - l)l], (4,6) 

F<lll')F=exp[(-4f.l)-1 J dxli-i' 1
2

], (4.7) 

from which we obtain 

(4.8) 

For the special case SF=HF 

(4.9) 

These functionals determine ¢F(X), SF, and HF up to a 
unitary equivalence. 

It follows from Eqs. (3.7)-(3.9) that, corresponding 
to Eq. (4.7), the inner product of two ultralocal states 
is 

till') =NN' exp[j dx J dr(exp(- iX 1) - 1), 

x (exp(ir.j') _1)C2 ] , 
where 

N=exp[-tJ dxJ dr(exp(-iX.j)-l) 

x (exp(ir}) - 1)C2]. 

B. De Facio and C.l. Hammer 

(4.10) 

(4,11) 

1219 



                                                                                                                                    

Clearly to pass to the free particle limit, Eq. (4.7), 
requires 

J dx J d~(exp(- (t .j) - l)(exp(iJ 1') - 1)C2 

- (l/2J.L) J j l' dx. (4.12) 

This can be accomplished formally through a sequence 
of model functions C",(N, such that 

lim Ar+l C",(~):::o (2J.LnJ-1 rO(A), 
mt~ 

Then 

lim (1IJ') = exp[- (1/4J.L)J dxlj _i'12] 
",t~ 

It is in this sense that 

rp(j) - rp F(j). 

(4.13) 

(4.14) 

The free particle limit for the symmetry operators 
is considerably more complicated algebraically. Con­
sider a symmetry operator 

(4.15) 

where CM are in general r + s gauge parameters with the 
r indices suppressed. Assume that>:: transforms as 

exp(- iCM' q) Xexp(i CM' q) = (R,:1), (4.16) 

under the corresponding c-number transformation. Then 
the inner product X. J, for example, transforms as 

exp(iCM' q)A' j exp(- iCM' q) = (R;} {) .J 
= (t. R;}). (4.17) 

The matrix element UI exp[iS.(CM, B)] I!'), can be written 
as 

ul exp[iS.(a, E)]I!) =ulf') exp(F.), 

F.=J dxJ drC.(Nexp(-i>::.j) 

x (exp(iCM' q) - 1) exp(iA .j') C.(~) 

=J dxJ dXexp(-i>::.j)[exp(iX,R",j) 

- exp(S .j')] C~(t) + J dxJ irexp[ - S· if - Rai')] 

xC. (>::)(exp(i CM . q) - 1) C.(>::). 

If we impose the restrictions implied by Eqs. (3 0 17) 
and (3. 18), 

F=limF. = J dxJ dX exp(- i>:: .j)[exp(i~ ·V) 
1'0 

- exp(iJ .j')]C2(X) + J dxJ d>:: 

Once again replacing C(N by a sequence of model func­
tion C",(t), as in Eq. (4.13), gives 

limF",= 2~' dxj· [(R" - 1)/'] + J(CM,j,l') , 
mtoo ,.... 

where 

J(a,lJ') =limJ dxJ d-rC",(N exp[-iX. (f- R,"f~XI",(a, x) 
mt~ 

(4.19) 

is a continuous function of CM, j and 1'. Thus, if Ret is 
written in the form R" = exp(i CM . S), to correspond to 
Eq. (4.6), 

lim (JI exp(iS(a, B)) II'> 
mt~ 

(4.20) 

which is for small CM 

lim (JI S( CM, B) Ii') 

= CM . [F(ll SF 11')F + lim J dx J d>:: 
mt~ 

(4.21) 

The naive free particle limit, Eqo (4.6), is therefore 
obtained only if the last term in Eq. (4.21) is equal to 
zero, which is the case if q(t)C(~) = 0 [see Eq. (3020)]. 
In the parlance of solid state, many-body physics, the 
last term in Eq. (4.21), represents the contribution of 
the condensate to the matrix element, whereas the first 
term represents the contribution of the excitations. In 
the free particle limit the two contributions uncouple 
as should be expected. 

As Klauder points out, 5 the free particle limit of the 
Hamiltonian is a more delicate operation because 
[rp(x, t), H] is ill defined. The procedure to be followed 
parallels that of Klauder's5 in the r= 1 case. For D(A) 
== (vJ2, an operator g(>::) can be defined where 

The Hamiltonian can then be written as 

A regularized Hamiltonian can be defined by 

H=limH" 
.. 0 

where 

(4.22) 

(4023) 

(4.24) 

(4.25) 

The numerator of M. takes care of the singularity at 
X = 0 and the denominator takes care of the field strength 
renormalization. From Eqs. (3.3) and (3.9), it can be 

x exp[ - S .. (1 - R", f")]C (N 0 (CM, r), (4. 18) shown that 
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(!IH.Ii') = <il!') J dxJ at(g(X)C(r)~. ifj]* 
XM.(g(~)C(\) ~. ifj'], 

where 

~. ~ = [exp(i~ 1) - 1], ~,~, = [exp(i"X oj') - 1]. 

(4.26) 

The limiting form for H. then follows directly from 
application of Eqs. (4.13), (4.22), and (4.25), 

lim lim <il H.IP) = H axj }, F(ilj')F 
mt <CI ~j.lO 

=F(lIHFli')F' (4.27) 

5. EXAMPLE, MANY-BODY UL TRALOCAL MODEL 

If the rl internal variables are considered as relative 
coordinates, Klauder's model can be generalized to 
describe a system of N equal mass particles with unit 
mass. Then 

(50 1) 

where the space coordinate x can be considered as the 
cm coordinate, 

(5.2) 

and 

(5.3) 

The constraint 

I;i\=o (5.4) 
1 

implies that at is replaced by 

a-;= (j (~i\) ~ d~i' (5.5) 

The differential operator D(';;,>,> becomes 

-D(VJ=tEp?=-t[~Vfl-~(2(V~J' (ztVAj)]' 

where the relative momentum operator is 

, . 1~{.)" , 
PI=-1V~ -N-u -1V~ , UPI=O. 

i J =1 J j 

For model functions where 

C(r) '" C( I ~j - ~fl) (U), 

(LfP?) C(~) =- (LfV~I) C(i), 

so that 
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(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5. 10) 

Clearly heN is both rotationally and translationally 
invariant. 

In particular the two-body case (for s = 3) reduces 
in the usual way to the one-dimensional ultralocal mo­
del described by Klauder if one uses 

(5. 11) 

where CK is Klauder's Singular, one-dimensional C­
function of Eq. (2. 7) 

CK(r) = exp[ - y(r) ]/1"', t > y~ t, (5. 12) 

with r = ~l - ~2 and r = I r I. Then 

(5. 13) 

The definition of a "scalar" ultralocal field operator 
for this model is 

(5.14) 

where anr is the differential solid angle about r. The 
odd extension in r has been used to eliminate the sin­
gularity in CK(r) at the origin. 

We could have equally well defined a three-dimension­
al vector field 

cp(x) = J anr 10 m B*(x, r)rB(x, r) r dr. (5. 15) 

In this case, the singular term is eliminated because 

J dnrr=O. (5. 16) 

An entire class of tWO-body ultralocal models can be 
studied by choosing as the model function 

(5. 17) 

with n a positive integer greater than or equal to two 
and H~l) a vth-order Hankel function. This leads, due 
to Eq. (5.13), to the potential 

(5.18) 

This determines the Hamiltonian, which in turn can 
be used in the form [¢(x),H]=i¢(x) to determine the 
form equations of motion for the ultralocal field opera­
tor. These are, using the result of Eq. (3.19), 

- ~'(x) = J dr B*(x, r)[Vv(r) ]B(x, r), 

which becomes by virtue of Eq. (2. 12) ({3 = 1) 

~ (x) = [(y(y + 1)/z41 ¢ 14)_ (n _ 1)n2(Z2cp • cp )n-2]¢(x). 

(5.19) 

It is interesting to compare this result to the special 
case obtained from 

(5.20) 

which implies 

2vHA(r) = [y(y + 1)/r] + 4a2r. 
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For the choice 

Cl' = (nI2)[(n - 1) «Z2q,HA • ¢HA)n-2)]1 /2 

the form equation of motion for the field <PHA(X) is 

¢HA=[y(y+1)IZ4
1 CPHAI4_(n-1)n2 

x «Z2¢HA • <PHA)"-2) ]ct>HA(X) (5. 21) 

which is a Hartree-like approximation21 to Eq. (5.19). 
In this sense Q represents a renormalization of the 
oscillator frequency parallel to the case discussed by 
Chang. 21,22 

The model functions CK , Eqs. (5.17) and (5.20), are 
similar only near the origin in r. For larger r the 
solutions are different since both the order of the 
Hankel function and the power the argument are differ­
ent. The fields q, and ¢HA are uniquely determined by 
these model functions. Thus that part of the field deter­
mined by the values of r» 0 cannot be accurately ob­
tained from Hartree type methods. 

The operator equations of motion, which are more 
complicated than those of the form equations of motion, 
also follow as a trivial extension of Klauder's work. 5 
For example, for the model function given in Eq. (5.17), 
Klauder's result5 

~¢~(x) =4H(x) - ~ w2"{ <p~"(x) - (nl ¢~"(x) 1 n)} (5.22) 

generalizes to 

d2 

d?-(<Pr '<Pr) 

= 4H(x) - 2(32n3{ (CPr' tPr)"-l - (n 1 (CPr' cp,)"-ll n)}, (5.23) 

where H(x) is the Hamiltonian density. 

A simple extension of the "two-body" ultralocal mo­
dels to N interacting pairs can be obtained from the 
product function 

C(~)= n exp[-y(1
1
rijl)}, 

i,).l Irii 1 
(5.24) 

i~j 

where 

(5.25) 

In this case the local field operator is a tensor 

i(x) = f B*(x, r) n ri) B(X,~) dr, (5.26) 
i ,i 

where dX is given in Eq. (5.5). 

In view of the remarks regarding the Hartree ap­
proximation to the two-body case, it is possible that 
this method may not be among the interesting class of 
liN approximations for the case of N interacting pairs. 

6. CONCLUSIONS 

We have shown how to generalize Klauder's one­
component ultralocal models to arbitrary finite N-

1222 J. Math. Phvs., Vol. 18, No.6, June 1977 

components and have discussed Hartree-like approxi­
mations. In each case the symmetry was inserted in 
the model function C(X) which determined both the dy­
namics (including symmetry!) and the representation 
of the field. 

By choosing a more general symmetry for C(X) one 
could obtain more general ultralocal symmetries. One 
such more general class of ultralocal models could be 
based on the Moshinsky chain on unitary groups of order 
N 

U1 0 0 
o 1 0 
001 

o 
o 
o 

o 0 0 .,. 1 

(6.1) 

For each r = 1, 2, ... ,N - 1 the generators of the Ur 

satisfy the commutation relations of the Lie algebra of 
the unitary groups and their irreducible representations 
can be represented as partitions of integers [nt, n2, ••• , 

nrl. Because the notation for the states is both lengthy 
and well known, we simply refer to the elegant mono­
graph by Moshinsky. 23 The full analysis is painstakingly 
carried out there. 

There is another chain of physically interesting sub­
groups which Moshinsky24 has also analyzed in detail. 
This chain includes the pairing force and the Elliott 
SU3 model,25 which has had some success in nuclear 
structure physics. This chain is 

(6.2) 

where R21 • 1 is the rotation group in 21 + 1 dimensions 
and D (l) is the (21 + 1) x (21 + 1) matrices which represent 
the I-dimensional irreducible representations of Rs. 
The physical origin of the chain in Eq. (6.2) is the 
matrix elements of a Yukawa interaction in a harmonic 
oscillator basis. 

We make no claims that our gradient-less ultralocal 
models are physically realistic, although it would ap­
pear from this work that they could apply to systems that 
have a fixed center of mass. They are, however, ri­
gorously soluble for one or many components so that 
we were able to study the popular liN Hartree-type 
methods. Since the Hartree approximations to ultra­
local models were found to be accurate only if the con­
tribution to .(x) from C(r), r» 0, is negligible, one 
might wonder about the general applicability of these 
methods. 
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Axiomatic basis for spaces with non integer dimension 
Frank H. Stillinger 

Bell Laboratories, Murray Hill, New Jersey 07974 
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Five structural axioms are proposed which generate a space 5 D with "dimension" D that is not restricted to 
the positive integers. Four of the axioms are topological; the fifth specifies an integration measure. When D 
is a positive integer, 5D behaves like a conventional Euclidean vector space, but nonvector character 
otherwise occurs. These 5 D conform to informal usage of continuously variable D in several recent physical 
contexts, but surprisingly the number of mutually perpendicular lines in 5D can exceed D. Integration rules 
for some classes of functions on 5 D are derived, and a generalized Laplacian operator is introduced. 
Rudiments are outlined for extension of Schrodinger wave mechanics and classical statistical mechanics to 
noninteger D. Finally, experimental measurement of D for the real world is discussed. 

I. INTRODUCTION 

Continuous variation in the number of dimensions D 
for space emerges as a useful concept in several areas 
of physics. It was first introduced, apparently, to aid 
in understanding critical phenomena exhibited by the 
binary fluid of "Gaussian molecules.,,1 More recently, 
expansions for critical exponents in terms of 4-D have 
been developed for a wide range of cooperative many­
body systems, 2,3 In addition, quantum field theory has 
been studied as a function of D, which then serves as a 
regularizing parameter, 4-6 Finally, atomic bound states 
(as described by the Schrodinger equation) have been 
studied for continuously variable D, 7 

In each of the cited examples, extending D from the 
positive integers to the real line (or complex plane) 
has been an obvious procedure advertised by the way 
that D occurs in certain key quantities, Typical such 
quantities would be the Gaussian integral 

jdrexp(-ail)=(1T/a)D/2, (1.1) 

or the radial Laplace operator 

d2 (D -1) d 
(£l + --r- dr ' (1, 2) 

wherein precisely the same form can be adopted for 
the extended D domain. Of course the extension is not 
unique, since one can always augment a given interpo­
lation formula with extra terms which vanish at the 
positive integers, But regardless of which forms for 
extension of the key quantities are selected, one must 
be concerned about their logical independence as as­
sumptions, or even about their logical compatibility, 

This paper presents a mathematically concrete reali­
zation of spaces with noninteger D. In fact, the formal­
ism shows that the specific expressions (1. 1) and (1, 2) 
as interpolations are indeed compatible, The broader 
aim is to provide systematic rules for computation in 
spaces with noninteger D, In the interests of future ap­
plication to physical theory, we indicate how 
Schrodinger wave mechanics and Gibbsian statistical 
mechanics transform into the general-D regime, 

The concrete realization offered here may encourage 
new results in the areas of physics which originally 
motivated it. The theory of critical phenomena seems 
to be a good candidate, In particular, convergence prop­
erties of critical-exponent expansions in 4-D are un-
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certain at present. But now that statistical mechanics 
takes more tangible form for noninteger D, it becomes 
clearer how one might formulate and attempt to prove 
perturbation convergence theorems for expansions in 
4-D, at least for some domain of positive values for 
this parameter. 

Even leaving aside trivial modifications [such as re­
placement of D by D + 0. 1 sin(1TD) in the interpolation 
formulas], the formalism offered here for noninteger 
D may not be unique. Nevertheless, it appears to com­
bine simplicity and utility in a way not easily chal­
lenged by alternative approaches. Furthermore, the 
present formalism is attractive on account of the rich 
opportunities it displays for pure mathematics; in par­
ticular the geometry of sphere pac kings for noninteger 
D becomes a valid area for inquiry. 8 

II. TOPOLOGICAL ASSUMPTIONS 

We let 5 D denote the space of interest. It contains 
points x, Y,"', and has topological structure speci­
fied by the following axioms: 

A1. 5 D is a metric space, 

A2, 5D is dense in itself. 

A3, 5 D is metrically unbounded, 

The distance between points x and y implied by A1. 
will be written as r(x, y), It must satisfy the conven­
tional criteria required of metrics9

: 

(a) r(x, y) "" 0, 

(b) r(x,y) =r(y, x), 

(c)r(x,x)=O, 

(d) if r(x, y) = 0, then x = y, 

(e) r(x, y) + r(x, z) "" r(y, z) (triangle inequality). 

(2,1) 

The existence of a metric for 5 D permits neighbor­
hoods of given positive radius to be constructed about 
each point. That 5 D is dense, Axiom A2., simply 
means that every such neighborhood about an arbitrary 
point XE SD contains at least one other point y, Axioms 
AI. and A2. together require that 5 D contain an infinite 
number of points. 
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FIG. 1. Definition of geometric quantities for triangles. 

Axiom A3, means that for every XE SD, and any 
R> 0, there exists a point y such that 

r(x, y) > R, (2,2) 

i. e., the space is infinite in extent. 

Real or complex-valued functions!(x) can be defined 
onSD' If we have (i=1,2,3,"') 

lim !(XI) = !(x) 
I ~~ 

for all sequences {XI} with the property 

lim r(x j , x) = 0, 
j~ ~ 

(2.3) 

(2.4) 

then! is continuous at x. Similar statements apply to 
continuity of functions of several variables. 

Since any three points x, y, and z define three dis­
tances obeying the triangle inequality, it will be con­
venient to adopt some familiar geometrical results for 
triangles (see Fig, 1). In particular, the angle 
o <s e (y, z I x) <s 1f subtended by y and z at x can be obtained 
from the "cosine law," 

(2.5) 

where 

r1 =' r(x, y), r2 =' r(x, z), r3 =' r(y, z), (2.6) 

This definition leads immediately to expressions for the 
"projection of z along (x, Y)," written p(z lx, y), as well 
as its orthogonal complement l(z Ix; y): 

( I) ) ( I) ;1+'1-r5 p z x,y ==r(x,z cose y,z x == 2 ' 
r1 

l(z I x, y) == 2~1 [2 (rt'1 +;1r5 + '1r5) - rf - ~ - r4J1/2 , 

r~=p2+12. 

In ordinary Euclidean spaces, vector addition is 
permitted, 

(2.7) 

(2.8) 

(2.9) 

u=ax+by, (2.10) 

and the result is again an element of the space. We 
must specifically reject (2.10) for noninteger D, since 
any vector space must have a finite integer, or infinite, 
number of basis vectors, 10 and that number inevitably 
becomes the space dimension. Hence 5 D normally 
will not be a vector space. 
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Again for Euclidean vector spaces, a triangle formed 
from three points as shown in Fig, 1 has sides (and 
altitude Z) which are themselves embedded in the space. 
This obviously follows from the fact that any point on 
a line can be expressed as a linear combination of the 
endpoints, in the form of Eq. (2.10), But for our non~ 
integer-D spaces, the available axioms AL, A2., and 
A3. are insufficient to ensure that any points of 5 D lie 
precisely between two triangle vertices, let alone an 
entire side, 

To rectify matters, it will be necessary to include 
a fourth axiom: 

A4. For any two points y,ZESD' and any e>O, there 
exists an XE 5 D such that: 

(a) r(x, y) + r(x, z) = r(y, z); 

(b) I r(x, y) - r(x, z) 1< er(y, z). 

Part (a) permits equality always to be achieved in the 
triangle inequality; an equivalent phrasing would be that 
e(y, z Ix) ==1f. Either way, it places an x directly between 
y and z. Part (b) permits x to be near the midpoinL 
The full implication of A4. is that any two pOints in 5 D 

are connected by a continuous line embedded in that 
space. 

III. INTEGRATION MEASURE 

The topological structure imposed on 5 D must now be 
supplemented with a statement of volume element size, 
so that a linear integration operation becomes possible. 
Considering the fact that, thus far, only points and dis­
tances exist for 5 D, we are obliged to introduce weights, 

(3.1) 

for a fixed set of points x1 ' , 'x", and distances r1 ' •• rn 
measured from them. If thin "spherical" shells (with 
inner and outer radii r1 and r1 + dr1' r2 and r2 + dr2, ",) 
are erected respectively about xt ' •• x", then Wn 
dr1 ., • drn gives the content of the mutual intersection 
of those shells, Once having the Wn in hand, it becomes 
possible to integrate functions h(r01 '" rOn) of the dis­
tances rOJ =' r(xo, xJ) over all Xo E 5 D by the simple ex­
pedient of using the rOJ as separate conventional inte­
gration variables, 

f dxo h(r01 ' "rOn) 

== 10''' dr01 '" fo~ drOn Wn(xt ' , • x" I r01 ' • 'rOn) 

X h(r01 000 rOn)' (3.2) 

Repeated application of this general procedure would 
permit evaluation of multiple integrals, over several 
x/s in a finite point set, of functions of distances in 
that set. 

In principle, explicit formulas could be provided for 
the Wn as functions of the tn(n + 1) distances rjJ 
(0 <s i <S j <S n), In practice, it is more efficient to define 
those functions implicitly by demanding that multiply­
rooted Gaussian integrals have preassigned values. 
Consequently, we now state the fifth axiom for 5 D: 
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A5. For any positive integer n, 

flXo exp (- Ii a j ~j ) 

(
1T)D/2 

= T exp (- ~ 
(3.3) 

This is the only point at which the dimension parameter 
D enters the present axiomatic formalism. It should be 
noted that (3.3) coincides with standard integral results 
when D is a positive integer. When n = 1, Eq. (3.3) 
agrees with Eq. (1.1). 

Axiom A5. confers overall uniformity on 5 D' The re­
sult produced by integrating any rooted Gaussian de­
pends only on distances between root points (which can 
be anywhere in 5 D), and not in any way on absolute 
position in 5 D' In this sense there are no distinguished 
points in 5 D' 

By combining Eqs. (3,2) and (3.3), along with the 
variable change 

tJ=~j, (3.4) 

one discovers the identities 

J~ J~ [W("'ltl/2 ... tl/2)] 
dt ••• dt " 1 n 

1 "2"(t ••• t )17 2 
o 0 1 n 

(3.5) 

Essentially, this provides the result of an n-fold Laplace 
transform on Wn• The weight itself can be computed 
from the appropriate transform inversion formulall 

dO' -(
1T) D/2 

n T 

(3.6) 

The simplest of the weights, Wl , allows integrals 
of radially symmetric functions to be computed: 

(3.7) 

The inverse Laplace transform needed to find Wi from 
Eq. (3.6) is a standard form. 12 The result is found to 
be 

21TD I 2 
Wl (r) = a(D) r D-1

, a(D) = r(D/2) • (3. B) 

When D is a positive integer this agrees precisely with 
the known spherical volume element for mutlidimen­
sional Euclidean spaces. 13 This is the central fact which 
justifies the claim that 5 D is a "space of D dimensions." 

The volume of the radius-R sphere in 5 D follows im­
mediately from Wl , 
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For any R> 0 this has the property 

lim V(R,D) = 1, 
D_O 

(3.9) 

(3.10) 

which in turn implies that Wl is a Dirac delta function 
in the same limit, 

lim Wl (r) = 1i(r - 0). 
D_O (3.11) 

Consequently, integration weight in 5 D collapses to 
zero extension, in spite of the fact that Axiom A3. still 
maintains a sparse set of widely separated pairs of 
points. For a continuous function I, 

lim J dX/(r) =1(0). 
D -0 

(3.12) 

Equation (3.6) may be used to derive a consistency 
property of the weights, 

IV. DENSITY OF MUTUALLY PERPENDICULAR 
LINES 

(3.13) 

Inverting the Laplace transforms, as required by 
Eq. (3.6) to obtain Wn, becomes an increasingly arduous 
task as n increases. But experience shows that no in­
superable difficulties arise-one needs recourse only to 
a small number of recurrent tabulated inverse- trans­
from types. 

One finds the following expression for the two-center 
weight (valid for all real D): 

W2(xt, ~ I rOl, r02) 

(4.1) 

where A is the area of the triangle having sides rOl' r02, 
and r12, 

A(Y01, r02, Y12) 

= H2(~1~2 + ~1~2 + ~2~2) - '001 - '002 - rt21l/2. (4.2) 

If no triangle can be formed, A must be set equal to 
zero. By setting D = 3, expression (4.1) reduces to a 
familiar weight for the nonorthogonal bipolar coordinate 
system, 

(4.3) 

A right triangle will be formed if rOl =r02 =R, 
r12=21/2R, with the right angle at vertex O. By insert­
ing these values in Wa we obtain a measure for the den­
sity of mutually perpendicular lines, 

W2(2112RIR,R)=22-D/21T(D-ll/2RD_2/r(D;1) • (4.4) 

This result is positive for all D> 10 It leads to the 
striking conclusion that the number of mutually perpen­
dicular lines can exceed the dimension of a space, 
specifically when 2> D > 10 

Strictly speaking, we have not proven that triplets 
of points xo, xt, ~ exist with connecting lines at exactly 

Frank H. Stillinger 1226 



                                                                                                                                    

a right angle. The result on a density being positive in 
the neighborhood of this configuration is a weaker 
statement. However the spaces 5 D are dense, so the 
distinction for most purposes is unimportant. 

The three-center weight has the following lengthy 
form (valid for all real D): 

Ws(xt, X-.! , x31 rot, r02, r03) 

= 27-2D a(D - 2) rotr02r03[~(r12' r13, r23»)3..D 

x {- ?t2?t3~3 + ?ot (?t2~S + ?t3~3 - t1s) 

+ ro2(?t2-ri3 + ?t3~3 - rfs) + -?os (?t2?t3 + ?t2~S - rf2) 

- r"ot~S - rt2?tS - rt3?t2 + ro1-?o2(?t3 + ~3 - r~2) 
+ rotroS(?t2 + ~s - -ris) + r202~3(?t2 +?t3 - ~s)}(D-4)/2 • 

(4.5) 

The density of mutually perpendicular lines in S D can 
be extracted from this formula upon setting r01 = r02 
=ros=R, and r12=r1S=r23 =21/2R. This yields 

W3(21/2R ••• IR ... ) = 27T(V-2)/ 2R D-S/3(D-S)/2 r (D;2) , 

(4.6) 

indicating a positive density for all D> 2. Analogous 
to the preceding case, we have found that the number of 
mutually perpendicular lines can exceed the dimension. 
The orthodox position that the maximal number of mutu­
ally perpendicular lines gives D is not valid in the 
present context. 

Careful study of the Wn, using Eq, (3.6), shows that 
they always consist of nonnegative factors divided by an 
uncompensated term r[i(D - n + 1)]. When sets of dis­
tances serving as arguments for Wn are chosen so that 
this weight does not vanish identically, then the incor­
porated term l/r[i(D - n + 1)] will cause sign alternation 
as a function of D when D < n - 1. In particular, one will 
have 

Wn < 0 (n - 4j - 3 < D < n - 4j -1), 

=0 (D=n-2j-1), (4.7) 

where j = 0,1,2,3, •• '. For all other values of D, Wn 
will be positive. The occurrence of negative integration 
weights for noninteger D indicates a complicated and 
unanticipated "geometric" structure for the S D' In fact 
with finite noninteger D an arbitrary number of mutually 
perpendicular lines can be erected, though the corre­
sponding weights Wn(21/2R 0 0 0 IR 0 0') will have indefinite 
signs. The possibility of continuously variable D evi­
dently has been bought at the expense of negative inte­
gration weights, which have no precedent in ordinary 
geometry. 

If M lines emanate from point Xo in 5 v, projection 
of any x along each of these lines can be computed by 
means of Eq. (2.7); they might be denoted by 

Pl(X), P2(X), ••• ,PM(X), (4.8) 

Provided that D is not an integer, the M lines can be 
chosen to be arbitrarily close to perpendicular to one 
another, regardless of how large M might be. These 
lines can then be regarded as a set of orthogonal axes 
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along which the "pseudocoordinates" Pl ,0 'PM are mea­
sured. There are several fundamental questions about 
these pseudocoordinates that deserve eventually to be in­
vestigated, such as: 

(a) If M?-D, and x "*y, are the sets of pseudocoordi­
nates for x and for y distinct? 

(b) Are straight lines in S v always representable as 
linear parametric expressions in terms of 
pseudoc oordinates? 

(c) Under what circumstances can pseudocoordinates 
serve as integration variables? 

(d) What is the content ("volume") of the region de­
fined by 0 < P j < L, if M?- D? 

(e) Can pseudocoordinates be used to carry the con­
cept of convex regions into the noninteger-D regime? 

(f) How do pseudocoordinates transform under the 
translation and rotation groups in S v? 

(g) How can the Pythagorean formula, which for 
M=D = integer has the form 

M 

[rex, y)]2 = 2:; [Pj(X) - Pj(Y) p, (4.9) 
J=l 

be generalized to arbitrary M and D? In particular, do 
D ~ M and D?- M require corresponding inequalities be­
tween the members of Eq. (4.9)? 

We shall not consider these open problems any further 
in the remainder of this exposition. 

V. CONVOLUTION THEOREM 

In Euclidean spaces (D = integer), integrals of the 
type 

(5.1) 

can be reduced to simpler quadratures by introdUcing 
Fourier transforms for the functions f and h. The gen­
eral reduction scheme is usually referred to as the 
"convolution theorem14", whose extension to noninteger 
D we now identify. 

To prepare the way for introduction of Fourier trans­
forms in S D, it will first be necessary to have an inte­
gration weight in terms of quantities P and l [Eqs. 
(2.7)-(2.9)]. This can be produced from the general 
doubly-rooted Gaussian integral, which we now write 
in the following manner: 

f dxo exp(- 01-?ol - ~2r112) 

= i:~ dp fo~ dl W(p, l) exp[ - a 1 p2 - a 2 (1'12 _ p)2 

- (a1 + ( 2) [2]. (5.2) 

Here the fixed pOints 1 and 2 are separated by r12, 
P '" p(xo Ixt,~) is the projection of (xt, xo) on (xt, ~), and 
l is its orthogonal complement. 

Since 5 D is uniform, W cannot depend on pOSition P 
measured along the arbitrary axis passing through xt 
and~. This fact permits the p integral in Eq. (5.2) 
to be carried out explicitly. Furthermore, A5. speci­
fies the value to be assigned to (5.2), so we have 
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This is equivalent to a Laplace transform, and the 
inversion operation leads to the result 

Comparing this result with Eqo (3.8), we see that 

(5.3) 

W(p, Z) is equivalent to a radial weight (with r = Z) for 
5 D_l 0 This confirms the expectation that a constant-p 
subspace in 5 D has dimension D - 1, and we note in 
passing that this subspace can be proved to have all 
other integration properties of the type embodied in A5. 

Now we are in a position to evaluate the "Fourier 
transform" of a Gaussian function in 5 D, 

G(k) = f dxexp[- O'r(x) +ikp(x)]. 

Here p{x) is the projection along a preselected axis 
through the origino Using Eqo (5 04) we have 

(5.5) 

G{k) = r~ dp exp{- O'p2 + ikp) r~ dZ a(D - 1) ZD-2 exp(- O'Z2) 
_00 Jo 

= (1T/0')D/2 exp{- k2/40'). 

(5.6) 

Identifying parameter k as a distance function k(x) in 
5 D, with p{x) the corresponding projection, we also 
derive 

g(r) = (21T)_D f dx G[k(x)] exp[ - irp(x)] 

= (41T0' )-D/2 f dx exp{- [k2(x)/40' ] - irp{x)} 

=exp{- Cl'r). (5.7) 

This constitutes the inverse to transform Eq. (5.5). 

Consider next the class of functions which consist of 
linear combinations of Gaussians, 

(5.8) 

Our generalized Fourier transformation is linear, so 
that 

m 

F(k) = 6 A j (1T/aj )D/2 exp{- k2/4aj ) 
J=1 

(5.9) 

is the corresponding transform functiono At least within 
this function class, the symbolic Fourier transform 
pair has the following appearance: 

F(k) = f dxj(r(x)] exp[ikp(x)], (5. lOa) 

I(r) = (21T)_D f dxF[k(x)] exp[ - irp{x)]o (50 lOb) 

Define the following two-center integral (fixed points 
1 and 2) in 5 D: 

(5.11) 

where bothf and h belong to the function class denoted 
by Eq. (5.8). Thus 
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by invoking A50 The remaining Gaussian factor may it­
self be written as an integral, 

exp [-(a:~b) ri2] 

=(~)D/2 
41Taj b l 

- ir12P(X)] 0 (5.13) 

Substituting and rearranging we have 

x{E 
x exp [- ~ (;j + :J k

2 
(X)] } 

=: (21T)-D f dx exp[ - ir12P(X)]F[k(X)]H[k(X)1, 

(5.14) 

This is the desired convolution theorem. Similarly to 
the case with integer D, it reduces the evaluation of 
doubly-rooted integrals to an integral of the product of 
Fourier transformso 

Aside from complex exponentials, integrals of the 
types (5010) and (50 14) inVOlve only functions of distance. 
Consequently they may be simplified. Starting with the 
prototype integral 

I=: f dx ¢ [r(x)] exp[ikp (x) J 

'" f: dp fo~ dl W(p, l) ¢(p2 + Z2) exp(ikp), (5.15) 

we introduce the change of variables 

Z=rsine, p=rcose (5016) 

[recall Eqso (2. 5)-{20 9)1, This allows one to express 
I as follows 

I=a(D-l) fo~ dr 10" de yD-1(sine)D-2 

x exp(ikr case) ¢(r), (5. 17) 

upon using Eqo (504) for W(p, Z). By expanding the 
exponential function, the e integral may be carried 
out explicitly (after recognizing the Bessel function 
series), 

1= (21T)D/2 fo~ dr (kr)(2-Dl/2 J(D_21/2(kr) ¢(r). (5.18) 

By employing result (5.18), we simplify the D-dimen­
sional Fourier transform pair (5.10) to 

F(k) = (2rr)D/2 fo~ dr (kr)(2-Dl/2 J W _21 /2(kr) fer), (5. 19a) 
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fer) = (21T)_DI2 ~'" dk (rk)(2-DJ/2 J(D_2J 12 (rk) F(k). (5. 19b) 

In analogous fashion, the convolution theorem (5.14) 
can be written 

T(r12) = (21T)-D/2 ~ .. dk (r12k)(2-DJ/2 J(D_2J/2(r12k) F(k) H(k), 

(5.20) 

for evaluation of the doubly-rooted integral (5.11). 

Equations (5.18)-(5.20) are Hankel transforms, 15 

with minor modifications. We see that they arise 
naturally in spaces with fractional dimension. Although 
we have derived (5.18)-(5.20) only for the limited 
class of functions shown in Eq. (5.8), consisting of 
finite sums of Gaussians, it should be clear that ex­
tension is possible to convergent sequences of such 
functions. The available general theory of Hankel 
transforms16 is relevant in this connection. 

VI. LAPLACE OPERATOR 

For the moment, we revert to the special case that 
D is a positive integer, so that S D can be treated as a 
conventional vector space. A form of the linear Laplace 
operator v2 will be constructed which will serve as a 
convenient device for extension to noninteger D. 

Introduce a "local weighting function" w(r) with the 
following properties: 

lim w(r) =0, 
T- .. 

J drw(r) =0, 

J dr rw(r) == W2 *- O. 

(6.1a) 

(6. Ib) 

(6.1c) 

Then for any function/(r) defined over the vector space, 
consider the integral (we assume it converges), 

L(r1,O=~D+2 Jdrw(~lr-ril)f(r), ~>O. (6.2) 

When ~ is large, the integrand will differ from zero 
only in the immediate neighborhood of the point r 1. Pre­
suming that / is at least twice differentiable, it would 
then suffice to represent this function in L by the lead­
ing terms in its multiple Taylor expansion about r 1 

L (rt, ~) = ~D+2 J dr w(~ I r - r11 Hf(r1) + (r - r i ) • V f(r1) 

+ i(r - r 1)(r - r1) : VV f(r1) + ' , , J. 
(6.3) 

In the limit; - + 00, the remainder beyond terms shown 
should be negligible, so we drop it. 

The leading term in Eq. (6.3) vanishes, due to condi­
tion (6. 1b). The next term (containing Vf) also vanishes 
by symmetry. Therefore, we need only examine the 
quadratic terms, which may now be written out 
explicitly, 

L(r1,;)=i;D+2 2:; a f(r i drw(~lr-ril) D 2 ) f 
I,J.1 axloxJ 

x (Xl - XI1)(xJ - XJ1) +. ". (6.4) 

Here the separate vector components have been denoted 
by Xl' etc. Only those integrals with i=j in (6.4) sur­
vive. Since 
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(6.5) 

we have 

W D a2/(r) 
L(r ~)=~ 2:; ~ +, .. 

1> 2D l=1 a~ 

(6.6) 

In the limit, one has the following identity: 

V2 f(r1) = 2D lim ;D+2 J dr w(~ I r - ril) f(r), (6.7) w
2 

~_ .. 

The right side of the last equation immediately sug­
gests the form in which a linear Laplace operator 
(which we continue to denote by V2) ought to be defined 
for noninteger D, 

where Eqs. (6. 1) are taken over to S D in the obvious 
way. We now explore some implications of this 
definition. 

One of the Simplest cases to which Eq. (6.8) can be 
applied is that in whichf depends only on radial dis­
tance r02 from some origin xo. For this case the 
Laplacian to be evaluated will depend only on distance 
r Oi , 

(6.9) 

On account of the (large) scale factor ~ that occurs in 
the variable for w, attention need only be focused on 
the region of small ri2' Referring to Fig. 2, we have 

r 02 =rOi { 1-2cose(~) + (~) 2 f/2 

=rOi{l-cose(~) + (i-icos2e)(~) 2 
+o[(~rJ} (6.10) 

This expansion may be used in conjunction with the 
Taylor expansion for / to yield the following: 

+~2 (~-tcos2e) /'(r01) +tcos2ef"(rot») 
r Oi 

+ O(r~2) ] • 

(6. 11) 

Equation (6.1b) causes the/(r01) term in this last ex­
pression to vanish; the following term (proportional to 

FIG. 2. Triangle used in evaluation of Eq. (6.9). 
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rt2) vanishes by symmetry. Furthermore the O(ri2) 
remainder will vanish in the indicated limit. Conse­
quently we are left with 

v2/(rot)= [ (COS29) !"(r01) +~ -(COS29 ))/';:01) J. 
(6. 12) 

where 

(cos29) = (!;D+2 /W2)j d~ ~2 cos29 w(!;r12). (6.13) 

It is natural to use r12 and 9 as integration variables 
for evaluation of this last average. The proper integra­
tion weight 

(6.14) 

was obtained earlier in connection with Eq. (5.17). 
Thus we find 

( 2> 1 (. 2 > f;(sin9)Dd9 l/D 
cos 9 = - sm e = !;(sin9)D-2d9 = . 

This converts Eq. (6.12) to the desired Laplacian 
formula, 

V2 fer) =!"(r) + [(D -l)/r]f'(r), 

(6.15) 

(6.16) 

where for simplicity the distance subscripts have been 
suppressed. Note that this confirms the compatibility 
of expressions (1. 1) and (1. 2) in the Introduction. 

It is only a bit more complicated to compute the 
Laplacian in 5 D for g(p, l), a function of a projection 
p and its orthogonal complement. From Eq. (6.8) we 
have 

v 2 g[p(~), 1(~)] = 2D lim !;D+2 rd~ w(!;r12) 
w2t-~ J~ 

xg[p(~), 1(~)]. 

Insert into the integrand the Taylor expansion of g 
through second order, 

g[p(~), 1(~)] =g[p(~), 1(~)] + ~; 6.p + ~f 6.1 

1 a2g 2 a2g 
+ "2 apr (6.p) + apaZ 6.p6.l 

+ ~ ~ (6.l)2 + . " , 

where 

(6.17) 

(6. 18) 

(6.19) 

The first, second, and fifth terms in (6.18) integrate to 
zero. The remaining three terms may be evaluated by 
the procedure used to derive the earlier result (6.16). 
One finally obtains 

[
02 02 D - 2 a] 

V2g(p, l) = apt + ar + -Z- 01 g(p, l). 

For many applications it may be convenient to 
transform .... ariables in g from p and Z to the polar 
variables r and e, 

p=rcose, l=rsine. 

(6.20) 

(6.21) 

The Laplacian in Eq. (6.20) may be transformed ac­
cording to the standard procedurel1 to yield 
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(6.22) 

VII. SCHRODINGER WAVE MECHANICS 

Using suitable reduced units, the quantum-mechani­
cal motion of a particle subject to potential U is de­
scribed by the time-dependent Schrodinger equation 

(7. 1) 

The general solution consists of a linear superposition 
of terms 

ljJ exp(- iEt), 

where the spatial wavefunctions ljJ obey the spatial 
wave equation 

[- iV2 + U - E] ljJ = O. 

(7.2) 

(7.3) 

In seeking solutions to Eq. (7. 3) relevant to unbounded 
space, both square-integrable eigenfunctions (bound 
states) and scattering solutions (asymptotic plane waves) 
normally are sought. 

In view of our generalized Laplace operator, Eq. 
(6.8), it is now possible to extend study of the 
Schrodinger wave equation to spaces with noninteger 
dimension. We examine several simple examples. 

Let U be restricted to central form, i. e., it will 
depend only on radial distance r from some chosen 
origin in 5 D. We then search for solutions to the gen­
eralized spatial equation (7.3) which have the form 
ljJ(r,9). Here angle 8 is measured relative to any axis 
in 5 D passing through the origin. Appealing to Eq. 
(6.22), we have 

[ 
1 ~ ~-1 ~ + 1 a sinD-28 ~ rzr;;r or or 1"2 sinD-28 0""9 08 

+ 2E - 2U(r)] ljJ(r, 8) == O. 

This equation is separable; set 

ljJ(r, 8) ==R(r) e(8). 

(7.4) 

(7.5) 

The resulting radial and angular differential equations 
are the following: 

[ 
d2 d J (j8Z +(D-2)cot8 d8 +A(A+D-2) 9(8)=0, (7.6) 

[
d2 D - 1 d A(A + D - 2) J fi? + -r- dr + 2E - 2U(r) - 1"2 R(r) = O. 

(7.7) 

The appropriate solutions to angular Eq. (7.6) are 
Gegenbauer polynomials in cos8 18: 

e(8) =C~D/2-1)(cos8), A = 0,1,2,3,' 0'. (7.8) 

These polynomials satisfy the following orthogonality 
relation: 

.( C~/2-1)(cos8) c~q/2-1l(cos8) sinD-28d8 = heAl o(A, A'), 

(7.9) 

where 
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heAl = A! (A + tD -1)[r<tD - 1)]2 • 

The first few Gegenbauer polynomials are 

C~/2-1)(Z) = 1, 

C~D/2-1)(z) = (D - 2)z, 

C~D/2-1) (z) = (tD - 1)(Dz2 -1). 

(7.10) 

(7.11) 

The nature of solutions to the radial equation natural­
ly depends on U. The simplest case is that for free­
particle motion, U:; 0. The radial solutions are then 
found to be expressible in terms of Bessel functions, 

R(r) = (kr)1-DI2JD/2+A_1{kr), k={2E)1/2. (7.12) 

Free particle motion can just as well be described by 
a "plane wave" Iji. In S D the appropriate form is 

Iji{x) = exp(ikp(x»), (7.13) 

where p(x) represents the projection of pOint x along 
the chosen polar axis. This polar axis is the direction 
of propagation. The "plane wave" may be expanded as 
follows (recall p{x) =r{x) cosO]: 

'" 
exp[ikp{x)] == 6 AA c}:'/2-1)(cosO)(kr)1-D/2 JD/2+A_l(kr), 

A=O 

AA == 2D/2-1GD + A - 1) r(tD -1) iA • 

By choosing 

U(r)==tKr 

(7.14) 

(7.15) 

we obtain an isotropic harmonic oscillator in S D' The 
corresponding discrete spectrum results from the re­
quirement that the radial function Rn(r) vanish at in­
finity. With this boundary condition the solutions involve 
generalized Laguerre polynomials, 18 

R{r) == exp(- h 2) SA L~DI2+A-1)(S2), 

s=xl/4r, n:=O,1,2,3,···. 

The corresponding energy eigenvalues are 

E :=xt/2{tD + A +2n). 

(7. 16) 

(7. 17) 

The lowest-order generalized Laguerre polynomials 
have the following explicit forms: 

L(~/2+A_1l(Z) = 1, LlD/ 2+A-1l(z):= tD + A - z, 

L~DI2+A_l)(z) =tz2 - (tD +A + l)z +t(tD +A)(tD+A + 1). 

(7. 18) 

The "Coulomb" problem in D dimensions for present 
purposes will refer to the inverse-distance potential 
(Z? 0) , 

U(r)==- Z/r. (7.19) 

[An alternative convention might have been adopted, of 
course, with U proportional to. the radial Green's func­
tion for our D-dimensional Laplacian. ) The correspond­
ing radial equation 

[
d2 D-l 

--;-?' +-­
dr- r 

!!.... +2E+ 2Z _ A(A+D-2») R(r)=O 
dr r :;::z 

(7.20) 
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has solutions regular at the origin which may be written 
in terms of the confluent hypergeometric function 
M(a, b, z).19 Setting 

(7.21) 

one finds, 

R(r) =0 exp(- Kr)M(A +tD - t- Z/K, 2A +D-l, 2Kr). 

(7.22) 

These radial functions are square-integrable only for 
discrete values of K, which in fact cause M to reduce to 
a polynomial in r. The criterion for this reduction is 
the following: 

A + tD - t - Z/K == 1 + A - n, 

n=A+l, A+2, A+3,"', 
(7.23) 

which introduces the principal quantum number n. Equa­
tion (7.23) may be written in terms of E to show the 
spectrum of bound- state energies, 

E=-Z2/2(n+tD-t)2. (7.24) 

It is noteworthy that orbital degeneracy continues to 
exist for D"* 3. 20 For each n, the eigenfunctions with 
A == 0, 1, .•. ,n - 1 all possess the same energy. 

Explicit polynomial forms for the M functions may 
easily be computed. Some of the simpler cases are now 
listed. 

n=l, A=O: M(O,D-l,z)=I, 

n =2, A=O: M(-l,D -1, z) = 1- z!(D-l), 

n=2, A=I: M{0,D+1,z)=1, 

2z z2 
n=3, A==O: M(-2,D-l,z)==1- D-1+ D(D-l)' 

z 
n==3, A==I: M(-l,D+l,z)==I- D+l' 

n==3, A=2: M(0,D+3,z)=L 

(7.25) 

When D is an integer, the set of solutions iJ!{r, 0), in­
cluding all possible polar axes, generates the full set 
of solutions to the spatial wave equation, by taking ap­
propriate linear combinations. Presumably the same is 
true for noninteger D, but a proof is presently lacking. 
More to the point, it is not yet clear how one can iden­
tify a complete orthogonal set of solutions. 

VIII. CLASSICAL PARTITION FUNCTION 

Consider N structureless particles of mass m, con­
fined to a region n with integer dimension D. Let 
vectors Rt ••• RN and P1 ••• PN denote the positions and 
momenta, respectively, and let 4)(Rt ••• RN ) be the 
interaction potential. The classical partition function 
has the folloWing form: 

ZN = (l/N!hDN
) 10 dRt .,. In dRN J dP1 ••• J dPN 

N 

Xexp(-(f3/2m)~ P~-f34)(Rt"'RN)]' (8.1) 
J=1 

Here h is Planck's constant, and f3 == l/kB T is the in­
verse temperature parameter. Contact between ZN and 
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thermodynamic properties for the system of particles 
is provided by the Helmholtz free energy F, 

f3F= -lnZN' (8.2) 

In the large system limit, with fixed temperature and 
density NIo" the free energy per particle FIN becomes 
independent of 0" provided that this region is such that 
most particles are far from its boundary. In this limit, 
any convenient shape for 0, can then be employed, such 
as the D-dimensional "sphere" of appropriate radius. 

In seeking to extend ZN to noninteger D, procedures 
must be indentified for carrying out both momentum 
and position integrations. The former provide no dif­
ficulty, since Axiom A5. immediately affords the 
result 

(8.3) 

where ~T is the mean thermal deBroglie wavelength, 

~ T == hi (27Tmk B T)1I2 • (8.4) 

However the position integration requires more detailed 
consideration. 

We can use the integration weights Wn introduced by 
Eq. (3.2), and treat the position integrations as a multi­
ple integral over all distances. The distances involved 
of course include the N(N - 1)/2 interparticle separa­
tions rl!' However we shall in fact treat 0, as a D­
dimensional "sphere" (with radius L), so that the N 
distances rOI of the particles from its center are also 
relevant. Without significant loss of generality, we can 
suppose that the potential energy ib is a function just 
of the rlJ. 

Under these circumstances, ZN can be put into the 
following form: 

Zn= (1/N1~~N) foL drOt Wt (Olrol) foL drQ2 

x fo2L drt2 W2(0, 11 rQ2, rt2) foL dr03 fo2L drt3 

x f02L dr23 W3(0, 1, 21 r03, rt3, r23) ••• fOL drON 

x fo2L drtN fo2L drN_t,N WN(O" 'NlroN" ·rN_t.N) 

(8.5) 

Strictly speaking, the upper limits 2L on the rl j 

(0 < i, j) integrals could be extended to infinity, since 
the affected weights would automatically vanish over 
the extension. 

Evaluation of ZN in form (8.5) represents no less a 
formidable challenge than its integer-D predecessor in 
Eq. (8.1). Nevertheless some of the standard tech­
niques in statistical mechanics can be carried over. In 
particular it is possible to develop the Ursell-Mayer 
cluster theory2t for nOninteger D. For this purpose we 
make the conventional simplification that ib consists of a 
sum of central pair potentials, 

(8.6) 

Then the Boltzmann factor exp(- f3ib) in the partition 
function may be developed into a sum of products of 
Mayer f functions, 
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N 
exp(-f3ib)= n [1+f(r,J)] 

1< Jet 

where 

N N 

=1 + :E j(rlJ) + :E [f(rIJ)f(rJk ) 
I{Jet I<J<kc1 

+ j(rlj)j(rl k) + j(rlk)j(rJk) 

+ f(rIJ)j(rlk)j(rJk)] + .. " (8.7) 

(8.8) 

At this stage one can essentially follow the usual 
cluster-theory procedure. 21 The only novel feature is 
the necessity to use contraction properties (3.13) for 
the weights Wn in the case of integrals containing sets 
of distances in only a trivial way. Finally one obtains 
the irreducible cluster expansion for the Helmholtz free 
energy; in the large-system limit the result has the 
following form: 

f3F =In (A¥N) _ E A (!!) k. (8.9) 
N en M k+1 0, 

The 13k are sums of irreducible cluster integrals for 
k + 1 particles, and may be expressed thus, 

13k = (1/kl) fo~ dr12 W1 (11 r12) • , , Jo~ dr1,k+1 ••• fo~ drk• k +1 

(8.10) 

Here Sk is the sum of those f-function products for the 
k + 1 particles which correspond to connected graphs 
without articulation points. 

The pressure p for the N-particle system may be 
obtained from F by the relation 

(8.11) 

Within the convergence radius of the cluster expansion 
(8.9) one therefore has 

j3po,=1_t~(!!)k (8.12) 
N k=t k + 1 0, , 

which is the usual virial expansion. 

The second virial coefficient in the pressure series 
(8.12) has the following explicit form: 

B2 == - ~f31 = - ~a(D) r dr-yD-1 j(r). (8.13) 

If the pair potential ¢ describes rigid "spheres" with 
collision diameters a, then 

j(r) = - 1 (0';; r';; a), 

=0 (a < r), 
(8.14) 

so that the general-D second virial coefficient becomes 

lT D/ 2aD 

B2 == Dr<n/2)' 

The third virial coefficient 

B3=-~j32 

involves a single cluster integral whose integrand 
contains the triangular j product, j(r12)j(rdj(r23)' 
SpeCifically, 
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• s 

FIG. 3. Hexahedral region (solid lines) over which the general­
ized third vidal coefficient integral (S.19) must be carried 
out. 

B3 = - t fo~ dr12 W1 (11 r12)j(r12)j~~ dr13 

X fo~ dr23 W2(1, 21 r 13' r23)/(r13)/(r23)' (8.17) 

Expressions for W1 and W2 were derived earlier, and 
allow B3 to be written as 

X f ~ dr23 /(r12)j(rd/(r23) r12r 13r 23 
o 

X [2(~2~3 + ~2~3 + ~3~3) - r12 - r13 - r1 3J(D.3)/2 

X TO(r12' r13, r23). 

(8.18) 

The function To is present only to ensure that r12' r13, 
and r23 can form a triangle, and if they can it is unity; 
otherwise To vanishes. This criterion precisely deter­
mines the region over which the quartic factor [0' oj in 
Eq. (8. 18) is positive. 

In the case of rigid "spheres," Eq. (8.18) simplifies 
somewhat, 

25-D1TD-1/2a2D 

B3 = 3r(D/2)r«(D -1)/2) 

x j1 dr /1 dsf1 dtrstTo(r,s,t)FD(r,s,t), 
DOD 

FD(r, s, t) == [2(y2 s2 + y2t2 + s2t2) - yi - S4 - t)(D.3)/2. (8.19) 

Figure 3 shows the region in r, s, f space over which 
the integral in Eq. (8.19) must be carried out; this 
hexahedral region is determined both by integration 
limits and by the condition that To be unity. The figure 
is useful in transforming expression (8.19) to the 
following form: 

_ 26-D1TD-1/2 a2D[fA(D) + IB (D)] 
B3 - 3r(D/2)r«D _ 1)/2) 
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IA(D) = ft~2 ds ~:s dt fs~t drrsf F D(r, s, f), 

I 1/2j1_t r .+t 
IB (D) = df dS) drrsl F D(r, s, t) 

o t s-t 

1T1/2 r«D - 1)/2) [ 1 1-DJ 
=4(D-2)2r(D!2) F(D-2,2-D;D-1;2")-2 , 

where F(a, b;c;z) is the hypergeometric function. 22 

Unfortunately fA does not simplify significantly unless 
D is an integer. However the form shown is suited for 
numerical evaluation, should the need arise, 

An alternative route to B3 would employ the convolu­
tion theorem discussed in Sec. V. 

Using the three-center weight in Eq. (4.5), explicit 
(though complicated) integrals can be worked out for 
the fourth virial coefficient B4 = - %133 , 

IX. DISCUSSION 

The preceding exposition implicitly raises a funda­
mental physical question. Specifically, should we 
regard the dimension D of the space in which we live as 
a possibly noninteger quantity that is locally subject 
to experimental determination? No one can seriously 
doubt that our world is locally close to three-dimen~ 
sional. But how close? Results in Sec. IV above show 
that it does not help much to exhibit three mutually 
perpendicular lines, since this provides neither a nec~ 
essary nor a sufficient condition for D to equal 3. 

Probably the most direct experimental approach to 
determination of D would be the measurement of mass 
content of a series of homogeneous spherical bodies. 
The expected result for D = 3 of course is that this mass 
would be strictly proportional to the radius (or diam­
eter) cubed. However, accumulated errors in weighing, 
in size and shape measurement, and in density varia~ 
tions (due to composition and temperature inhomogen­
eity, and to body stresses) would likely limit the precis~ 
sion in determination of the exponent D to about 1 part 
in lOG. By this means one presumably would conclude 
that D was 3 ± 10-G in our terrestrial locale. 

In seeking alternative procedures with greater pre~ 
cision, it might be valuable to examine mathematically 
how spheres pack when D departs slightly from 3. With 
D = 3 exactly, spheres can be fitted together in infinite­
ly extended close packings (f. c, c., h. c. p., or hybrids 
of the two) with each sphere touching twelve neighbors. 
If D were slightly larger than 3, attempts to build a 
known D = 3 packing outward from a central sphere 
would begin to produce gaps, eventually allowing extra 
sphere insertions. By contrast, the case with D slight­
ly less than three would not permit a full complement 
of spheres to pack properly in the successive shells 
expected for D = 3; in terms of material spheres forced 
into those shells, an accumulation of elastic stress 
would result. Proper interpretation of the physical con~ 
struction of large sphere packings thus might help to 
place tight bounds on our ambient dimension. 

In any case, experiments designed to determine D to 
1 part in 109 or better would likely require the utmost 
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sophistication in concept and perserverence in 
execution. 

In general relativity, gravitational fields are under­
stood to be geometric perturbations (curvatures) in our 
spacetime,23 rather than entities residing within a flat 
spacetime. The concept that physical force fields 
generally might be related to purely geometric distor­
tions in space is appealing, and leads one to inquire if 
dimension D itself might not play an important role as a 
field variable. The preceding development has consid­
ered only uniform spaces 5 D for which D had a fixed 
value. However a more general class of spaces can 
also be generated within which D varies continuously 
from point to point (integration weights Wn would exhibit 
the change explicitly). Under the assumption that gen­
eral relativity is an incomplete description of reality, 
it might be appropriate to ask if regions of strong 
gravitational field display perturbed dimension. More 
generally, local space dimension may provide geome­
tric field variables in addition to those of general rela­
tivity, that would have a place in a unified description 
of all the forces in nature. 

Finally, mention should be made of a paper by 
Wilson,24 which also offers an axiomatic description 
of spaces with noninteger dimension. While most of 
Wilson's results on integrals appear to be consistent 
with those deduced here, it is not at all clear that the 
mathematical spaces generated in the two approaches 
are isomorphic. In particular, Wilson permits vector 
addition, and requires an infinite number of vector 
components when D is not an integer; in the present 
case vector addition [Eq. (2.10)] has explicitly been ex­
cluded, and we have seen that negative integration 
weights inevitably occur. 

ACKNOWLEDGMENTS 

I am indebted to D. K. Stillinger for discussions and 
suggestions concerning several fundamental aspects of 

1234 J. Math. Phys., Vol. 18, No.6, June 1977 

this work. I also wish to thank Professor M. E. Fisher 
for drawing my attention to Ref. 24. 

IE. Helfand and F.H. Stillinger, J. Chern. Phys. 49, 1232 
(1968); see specifically Sec. V. 

2K.G. Wilson and M.E. Fisher, Phys. Rev. Lett. 28, 240 
(1972). 

3M.E. Fisher, Rev. Mod. Phys. 46, 597 (1974). 
4C.G. Bollini and J.J. Giambiagi, Nuovo Cimento B 12, 20 
(1972). 

5G. 't Hooft and M. Veltman, Nuclear Phys. B 44, 189 (1972). 
6J.F. Ashmore, Commun. Math. Phys. 29, 177 (1973). 
7D.R. Herrick and F.H. Stillinger, Phys. Rev. All, 42 
(1975). 

BC. A. Rogers, Packing and Covering (C ambridge U. P. , 
Cambridge, 1964). 

9J. L. Kelley, General Topology (Van Nostrand, New York, 
1955), p. 118. 

OM. Reed and B. Simon, Methods of Modern Mathematical 
Physics I: Functional Analysis (Academic, New York, 1972), 
p. 44, Theorem II. 5. 

UR. V. Churchill, Operational Mathematics (McGraw-Hill, 
New York, 1958), Chap. 6. 

12A. Erdelyi, Tables of Integral Transforms, Vol. I (McGraw­
Hill, New York, 1954), p. 238, formula (1). 

13M. G. Kendall, A Course in the Geometry of n Dimensions 
(Hafner, New York, 1961), p. 36. 

14H. L. Friedman, Ionic Solution Theory (Interscience, New 
York, 1962), p. 127. 

15Reference 12, Vol. II., Chap. VIII. 
16E. C. Titchmarsh, Introduction to the Theory of Fourier In­

tegrals (Oxford U. P., London, 1948), 2nd ed., p. 240. 
17W. Kaplan, Advanced Calculus (Addison-Wesley, Reading, 

Mass., 1973), 2nded., p. 172. 
IBM. Abramowitz and I. Stegun, Eds., Handbook of Mathemat­

ical Functions, NBS Applied Mathematics Series, No. 55 
(U.S. Government Printing Office, Washington, 1968)~ 
Chap. 22. 

I~eference 18, Chap. 13. 
2oD.R. Herrick, J. Math. Phys. 16, 281 (1975). 
2IJ.E. Mayer and M.G. Mayer, Statistical Mechanics (Wiley, 

New York, 1940), Chap. 13. 
2~eference 18, Chap. 15. 
23C. W. Misner, K.S. Thorne, and J.A. Wheeler, Gravitation 

(Freeman, San FranciSCO, 1973). 
24K.G. Wilson, Phys. Rev. D 7, 2911 (1973). 

Frank H. Stillinger 1234 



                                                                                                                                    

A stochastic derivation of the Klein-Gordon equation 
William J. Lehr 
Department of Mathematics. University of Petroleum and Minerals. Dhahran. Saudi Arabia 

James L. Park 
Department of Physics. Washington State University. Pullman. Washington 99163 
(Received 17 December 1976) 

Several years ago Nelson succeeded in deriving the nonrelativistic Schrodinger equation within a stochastic 
model which included Newton's second law as the fundamental dynamical rule. Unfortunately, the 
relativistic extension of Nelson's work is not so straightforward as might at first be supposed. This paper 
examines the difficulties inherent in such a relativization and proposes supplemental axioms which resolve 
those difficulties. A stochastic derivation of the Klein-Gordon equation is then presented. 

1. INTRODUCTION 

Quantum mechanics and the theory of stochastic pro­
cesses are normally perceived as being rather separate 
branches of physics. It is possible, however, to estab­
lish a formal relationship between them by exploiting 
an obvious similarity, viz., that each embodies the con­
cept of probability as an irreducible element in its 
axiomatic framework. The most widely cited effort 
along these lines was made by Nelson,l who succeeded 
in deriving the nonrelativistic SchrOdinger equation as 
a theorem within a stochastic model based upon Newton's 
second law. Nelson2 suggested later that it might be pos­
sible to extend his techniques to the relativistic case, 
but no extension of this kind has so far been published. 

In the present paper we develop a method for obtaining 
such an extension, and compare our results with the 
work of other authors3,4 who have attempted alternative 
stochastic derivations of relativistic wave mechanics. 

2. RUDIMENTS OF STOCHASTIC MECHANICS 

The stochastic particle of interest is regarded as a 
classical punctiform mass, occupying at every instant 
a single point in space and traveling, therefore, along 
a trajectory, The probabilistic element, which is es­
sential to provide a link to quantum mechanics, is in­
troduced by assuming that this trajectory is continually 
influenced by a hidden thermostat Similar, for example, 
to those suggested by Bohm5 and deBroglie6 in connec­
tion with hidden-variables theories. While the exact 
properties of the thermostat-particle interaction are 
unknown, the fluctuations of the particle position re­
sulting from this interaction are presumed to be de­
scribable as a Markoff process. 

Accordingly, the position probability density p(x, t) 
must obey the Smoluchowski equation 

p(x, t + t:.t) = J P(x - t:.x, t 1 t:.x, t:.t)p(x - t:.x, t)~(t:.x), 
(1) 

where P(x-~, tl t:.x. t:.t) is the conditional probability 
density that a particle at position x - t:.x at time twill 
be displaced by t:.x during the interval t:.t, thus reaching 
position x at time t. 

Similar ly, let F(x + t:.x, t I ~, t:.t) denote the probability 
density that a particle with position x + t:.x at time t has 
been displaced through ~ in the preceding interval t:.t 
and thus would have been found at x at the earlier in­
stant t- t:.t. The analog of Smoluchowski's equation with 
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F instead of P is therefore 

p(x, t - t:.t) = J F(x + ~, t 1 ~, t:.t)p(x + t:.x, t)~ t:.x. 

(2) 

Since the motion of the particle is to be conceived as a 
stochastic process, it follows, strictly speaking, that 
x(t) is not differentiable. To meet this difficulty, Nelson 
suggested two possible alternatives for the time deriva­
tive of position, the mean forward derivative Dx(t) 
and the mean backward derivative D*x(t), defined 
respectively as 

Dx(t) = lim (xU + t:.t) - x(t» 
I>t -0 t:.t 

=~r:!of(X(t + ~1- x(t») P(x, tl t:.x, t:.t)~(t:.x), 

D*x(t) = lim (x(t) - x(t - t:.t»* 
1>1-0 t:.t 

(3) 

= ~itr:!of( x(t) - :~ - t:.t») F(x, t 1 t:.x, t:.t)~(t:.x). 

(4) 

By hypothesis the motion x(t) is regarded as being 
separable into two parts, an ordinary functional part 
and a Wiener process w(t), i. e., 

dx(t) =b[x(t), t]dt +dw(t), 

where 

(dx) =bdt, 

«dX)2) = «dW)2) + O(dt2) , 

or, 

where IJ is, by definition, the diffusion constant. 

The stochastic derivative of a function f(x) is given 
by means of Ito's rule?; 

Df(x) = (:t + b . 'V + 1J'V2)f(x). 

(5) 

(6) 

(7) 

(9) 

The value of IJ to be selected in any particular realiza­
tion of stochastic mechanics depends upon the nature of 
the thermostat. In order to match the predictions of non­
relativistic quantum mechanics, Nelson chose IJ = 3n/ 
2m. 

For the backward case, there are relations analogous 
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to Eqs. (5)-(8), viz., 

(dx)* = b* dt, 

«(dx)2) * '" lJ dl = (31f/2m) dt, 

D*f(x) = (:t + b . \7 - lJ\7
2
) f(x). 

(10) 

(11) 

(12) 

By using the mathematical properties of x(t) de­
scribed in Eqs. (5)-(12), it is now possible to gener­
ate Taylor expansions of the integrands in the 
Smoluchowski equations (1) and (2) and thereby extract 
the normal Fokker-Planck equation 

ap = _ \7 • (pb) + ~ \72p 
at 2m 

(13) 

and its backward counterpart 

ap = _ \7 • (Pb*) _ ~ \72p. 
at 2m 

(14) 

Adding (13) and (14) then yields the continuity equation 

(15) 

where v denotes the average of band b*. The quantities 
b, b*, and v are called, respectively, forward, back­
ward, and total drift velocity. 

3. FORMULATION OF THE RELATIVISTIC CASE 

To construct a specific quantal wave equation from 
the elements of the general stochastic mechanics just 
reviewed requires the adoption of some specific dy­
namical rule. Thus to obtain the Schrodinger equation, 
Nelson assumed the Newtonian rule F = ma, the acceler­
ation a being defined as follows: 

a(t) '" '2(DD * + D* D)x(t) 

= lim ! (bU) - b(t - f)"t»* + (b* (t + f)"t) - b*(t)) • 
41-02 f)"t f)"t 

(16) 

KracklauerB has criticized this definition of a on the 
ground that Nelson failed to provide an adequate physical 
rationale for it. However, careful scrutiny9 of the op­
erational meaning of an acceleration measurement does 
indeed produce the desired rationalization and rebut 
Kracklauer's objection to Nelson's theory. 

By combining this stochastic version of Newton's 
second law with the continuity equation, Nelson derived 
two real equations which are equivalent to the complex 
Schrodinger equation. 

At first glance one might conjecture that the relati­
vistic wave equations of quantum mechanics should be 
similarly derivable simply by substitUting for the F 
= ma of Nelson's theory the analogous rule in classical 
relativistic mechanics, There are, however, certain 
unexpected difficulties. 

First, Hakim10 has shown that, if the limit f)"t - 0 is 
used to calculate conditional probability densities like 
P and F, the only value for the diffusion constant lJ 

compatible with relativistic invariance is zero. To cir­
cumvent this difficulty, we shall discretize the time 
variable in the stochastic description, so that in the se-
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quences of events which define trajectories, adjacent 
events have a nonzero minimum temporal separation 
T. Obviously the value of this time period must be suf­
ficiently small to ensure that, in any "practical" refer­
ence frame, there can be no conflict between the pre­
dictions of the stochastic theory and actually realizable 
macroscopic observations. A specific value for Twill 
be given later when we develop the model in detail. 

A second difficulty in extending Nelson's work arises 
in the fact that the nonrelativistic formulation assumes 
that the particle could traverse even an infinite distance 
in a finite period of time, since both p(x, t I ~, t)cf'(f)"x) 
and F(x, t I ~, f)"t)cf'(f)"x) are nonzero for the free par­
ticle no matter how large I ~ I becomes. To eliminate 
these spacelike trajectories from the theory, we pro­
pose to restructure the stochastic development around 
a postulate inspired by a curious feature of Dirac's 
relativistic theory of the electron. 11 According to the 
latter, the operator for the magnitude of the instan­
taneous velocity of a free electron possesses just one 
eigenvalue, the speed c of light in vacuo. Thus if 
Dirac's theory is correct, the only possible result of 
such a speed measurement on a free electron would 
indeed be c. Dirac himself rationalized this proposition 
through an ambiguous discussion of the Heisenberg 
uncertainty principle. However, we simply adopt it as 
an axiom of the stochastic model, i. e" we postulate 
that c is the instantaneous speed of the relativistic 
stochastic particle between interactions with the hidden 
thermostat. Of course the particle cannot travel too 
far at the velocity of light, for such behavior would 
surely be incompatible with known facts. In the Dirac 
theory, the particle executes the physically unexplained 
Zitterbewegung. In our stochastic model such an oscil­
lation will also appear, but with an evident physical 
cause, viz., the interactions with the thermostat. That 
is, the particle travels for a short period of time at the 
speed of light, then interacts with the thermostat, in­
stantaneously changing direction but not speed. 

To summarize, our stochastic derivation of quantum 
dynamics is to be founded upon Nelson's postUlates 
supplemented by two special axioms: (i) the discretiza­
tion of time in the stochastic model, and (ii) the attribu­
tion of the speed of light to the stochastic particle be­
tween interactions with the thermostaL 

Assumption (i) must now be made more explicit. We 
begin by recalling (8) and Nelson's choice of lJ = 31f/211l, 
which leads in the nonrelativistic case to the relation 

lim! «(dX)2> = 31f . 
41-02 f)"t 2m 

(17) 

In order to avoid the difficulty mentioned by Hakim, 
(17) must be changed in the relativistic description to 

or, 

lim ! < (dx) 2) = ~ 
4 t -T 2 f)"t 2111 

. 1 n 1 (f)".xy 31f 
hm-6---=-
n- ~ n ;=12 T 2m 

(18) 

(19) 

where ~; represents the ith sample displacement in 
an ensemble of n free excursions of the particle between 
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interactions with the thermostat. To determine the value 
of the free travel time T, we note that assumption (ii) 
implies 

I~I/T=C, V~I 
which, combined with (19), yields 

ic2T = 31r/2m 

or, 

(20) 

(21) 

(22) 

Interestingly, this free flight time T is exactly 3/7T 
times the Zitterbewegung period of Dirac's electron 
theory; it differs by a factor of 3/27T from deBroglie's 
intrinsic vibration period for a quantum particle. 12 It 
is important to note that T is a fixed quantity, not an 
average; thus in each interval T, the particle travels 
exactly the free path length 

(23) 

Hence the behavior of the relativistic stochastic par­
ticle characterized by assumptions (0 and (ii) is in fact 
a physical realization of the mathematical random walk 
concept. 

Some interesting speculation can be carried out by 
examining the free path length of various particles. For 
electrons, A"'10-10 cm; and for protons, A "'10-14 cm. 
If we now compare these lengths to the effective range 
of the strong nuclear force (-10-13 cm), we see that an 
electron could participate in the nuclear interaction 
only if its behavior violated our random walk model, 
whereas the proton could be influenced by the nuclear 
force without contradicting our assumptions. Thus the 
proton could change direction at free path endpoints in 
response to the nuclear interaction as well as to the 
hidden thermostat. It is of course an experimental fact 
that the proton, and not the electron, is affected by the 
strong nuclear interaction. 

Finally, it is necessary to specify the Lorentz frame 
of reference relative to which the stochastic particle 
executes the proposed random walk, with characteris­
tic values for period T and length A given by (22) and 
(23). We shall take this frame to be the drift rest frame 
defined precisely in the next section. PhYSically, the 
velocity of the drift rest frame relative to an observer 
is the velocity v the observer would assign to the sto­
chastic particle on the basis of ordinary measurement, 
in contradistinction to the empirically unmeasurable 
instantaneous velocity (of light) actually possessed by 
the stochastic particle in each of its free excursions. 
To be assured that the assumed value for T is small 
enough so that its existence would not contradict known 
facts, it suffices to note that even for an electron (T 
'" 10-21 sec) that had been accelerated to v = O. 999c, the 
time-dilated interval between interactions with the hid­
den thermostat would still be only 

4. DERIVATION OF RELATIVISTIC QUANTUM 
WAVE EQUATIONS 

(24) 

It will now be demonstrated that the proposed rela­
tivistic extension of stochastic mechanics leads to two 
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real equations which are equivalent to the complex 
quantum equation for the spinless relativistic particle, 
the Klein-Gordon equation. Moreover, since each spin 
component of the Dirac equation satisfies the Klein­
Gordon equation, this approach could be considered as 
explaining the motion of half-integral-spin particles 
when the spin can be neglected. 

In Nelson's derivation of the Schrodinger equation 
from nonrelativistic stochastic mechanics, conditional 
probability distributions P and F had to give probability 
estimates over all space for the future and past loca­
tions of the particle. However, in the relativistic ran­
dom walk particle, given that the particle is at x at time 
t, the only possible positions for it at time t - T and 
t + T are those on the sphere of radius A surrounding x. 
Thus we only need to define the probabilities PR(n) dn 
and FR(n) dn that the particle will go to or came from 
the area of unit solid angle n to n + dn. In general, P R 

and FR will be dependent on the past history of the par­
ticle but it will be assumed that we may describe the 
particle motion by a Markoff process so that we can 
write PR(n) =PR(x, t In(n), T) and FR(n) 
= FR (x, t 1 n(n), T), where n(n) is a unit vector and 
PR(x, tln(n), T) describes the probability density that the 
particle located at x at time t will be found at time t + T 

in the position x + me =x + An(n). A similar definition 
holds for F R(X, t 111(n) , T). In analogy to the nonrelati­
vistic case, we can define a relativistic forward drift 
4-velocity b", = (b o, b i ), where 

= c(ni)' 

bo = - bO -= - C(T /T) = - c. 

(25) 

(26) 

Similarly, we may introduce a backward drift 4-velocity 
b.1'=(bt,bt), where 

bt -=~ j'niFR(X, t I n(n), T) dn 

= c(ni)*' 

bt=-C(T/T}=-C. 

(27) 

(28) 

As in the nonrelativistic situation, the exact location 
of the particle at any instant in time will be presumed 
not known. However, instead of specifying just the po­
sition probability denSity, which is not a relativistic 
invariant, we shall need a probability current denSity 
4-vector j"" where jo is - C multiplied by the probability 
density. The definition of the other components will be 
given later. 

We now consider the problem of the "rest frame," 
which at first seems a perplexing situation, since the 
particle, continually moving with the speed of light, has 
no admissible rest frame in the usual sense. However, 
a useful definition may be given as follows: The drift 
rest frame is that Lorentz frame in which the one non­
vanishing component of j", is jo = - cpo In this frame the 
stochastic particle will obey the Smoluchowski equation 

p(x, t+T) = f p(x- >.ft, t)PR(x- An, tln(n), T)dn. (29) 
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If we expand the left-hand side in a Taylor series about 
t, and the right-hand side in a Taylor series about x, 
we get 

o 7 Z 02 

p(x, t + 7) =p(x, t) + 7aiP(X, t) +2 ~p(x, t) (30) 

and 

p(x - AiL, t)Pll(x - AiL, t I ii, 7) 

=p(x, t)Pll(x, tin, 7) - APll(x, tin, 7)(n. 'Vp(x, t» 

- A[ii· 'VPll (x, t 1 ii, A) jp(x, t) + ~2 B [ (n~Pll(X' tin, 7) 

X~P(X' t») + (n7P (x, t)~Pll(X' tin, 7») 

+ 2 (n~ o~/Il(X' t I ii, 7) o~/(x, t~] + 0(A3). (31) 

Using the relations 

fpR(x, tin, 7)dn=1, (32) 

f An ~ [Pll(;~' t I ii, 7) ]dn = A4- (n) = 7 4-b, 
uX ux ux 

(33) 

(34) 

(35) 

where the last equation ensures space isotropy for the 
hidden thermostat, we can now integrate (30) and (31) 
term by term to obtain (approximately) 

op 7 02 _ A2 2 
aT+2 ~p-- 'V. (pb) + 67 'V p. (36) 

If we substitute the values for 7 and A from (22) and 
(23) and make use of the 4-gradient a" "'(- a/a(ct), 'V), 

(36) may be expressed in relativistic notation as 

(37) 

In the drift rest frame, the equivalent backward version 
of Smoluchowski's equation will also hold. Hence, 

p(X, t - 7) = f p(x + NI, t)F(x + A17, t I fl, 7) dn. (38) 

As analysis parallel to that given above for the forward 
diffusion situation yields the backward analog of (37), 

a"(pbS) + (1f/2m)02p =0. 

If we define 

j~ "'pb" 

and 

j~* '" p(b*)" 

we can construct the total drift current 

and a drift velocity as 

v" '" j" /p. 

Then j" satisfies the continuity equation 
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(39) 

(40) 

(41) 

(42) 

(43) 

a"j" =0 (44) 

as can be seen by adding (37) and (39). 

Equations (37) and (39) were derived on the assump­
tion of a special Lorentz frame (the drift rest frame) 
and, as written, are not covariant with respect to 
Lorentz transformations since p is not a world scalar. 
However, we can define the term 

which is a world scalar, and generalize (37) and (39) 
to the covariant forms 

(45) 

a"(jb),,-(1f/2m)02Ipl =0, (46) 

a" (jb*)" + (If/2m) [j21 pi = o. (47) 

When j" = (- cp, 0, 0, 0), these reduce to the previous 
forms (37) and (39). 

In order to construct the Klein-Gordon equation, it 
is necessary to adopt a definition for 4-acceleration, 
a". Nelson's three-dimensional formula was 

(t) - .!cl· (b(t) - b(t - t::..t»* (b*(t + t::..t) - b*(t») a - 2 1m + . 
.11-0 ill ill 

To extend this to four dimensions, we define a as 
follows: 

a "'! (b" (t) - b" (t - 7»* + (b:(t + 7) - b:(7») 
" 2 7 7 

where Ito's rule for differentiation of forward and 
backward stochastic processes has been utilized as 
in the three-dimensional case. If the substitutions, 

1'" = t(b" + b:), 

lJ" "'~(b" - b:) = (1f/2m)il"lnlp 1 , 

are made, (49) can be written in the more tractable 
form 

a" =v\a\v" - lJ,a\lJ" _ (1f/2m)C2lJ". 

For the fundamental dynamical rule, we adopt 
Einstein's relativistic version of Newton's law, 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

where F" is the force 4-vector. In particular, we shall 
consider only the Lorentz force F" associated with 
electromagnetic field F' v, i. e. , 

F" =(e/c)F"\v\=(e/c)[a"A\- a\A"lv\, (54) 

where A" is the electromagnetic potential. The Lorentz 
gauge will be used so that 

(J"A" =0. (55) 

The generalized momentum will be assumed to be de­
rivable from the 4-gradient of the world scalar S, 
Hamilton's principal function of ordinary relativistic 
classical mechanics. Thus 

(J"S=mv" + (e/c)A". (56) 
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If (52), (54), and (56) are substituted into (53), the 
result is 

[~, (a~s - ~A~) a~ (a" S - ~A") -mzfa~II" - ~ 0 211"] 

=~ [a" A~ - a~A"] (a~s - ~A~) . 
If use is made of (55), this reduces to 

! (a~s)a~(a"s) - 1~ a"(~A~a~s) + 2~ a" [(~rA~A~J 

(57) 

(58) 

Since both a" S and II" = (n/2m) a" In I p I are gradients of 
scalars, (58) may be written as 

il" [_1_(a s)(a~s) _ ~A a~s +~(!::.)2A~A~ 
2m ~ me ~ 2m c 

m xfi221] --Zllxll - 4m 0 In pi =0, 

or 

1 ( e) 2 ()2 fi2 2 f - a~S--A~ + m II~ --2 0 lnlpl =Ac, m e 11'1 

where M is a constant. To determine the value of M, 
consider the classical limit case (n negligible) with 
vanishing vector potential A". Then (60) becomes 

or 

Since in the drift rest frame 

v~ = (- e, 0, 0, 0) 

it follows that 

M=- me2
• 

(59) 

(60) 

(61) 

(62) 

(63) 

(64) 

Thus the two basic equations of relativistic stochastic 
mechanics are (44) and (60). Both of these equations 
are of manifestly covariant form; all of the terms in 
them are either world scalars or, with the exception of 
j" and A", the 4-gradients of world scalars. Moreover, 
since both j" and A", when contracted with covariant 
4-vector operator a", form the world scalar zero, they 
must be covariant 4-vectors. Therefore the stochastic 
model satisfies all the necessary requirements of in­
variance with respect to Lorentz transformations. 

To compare the stochastic relativistic model with 
orthodox quantum formalism, we recall the Klein­
Gordon equation 

(a" -~iA") 2q;_ (m;c2
) q;=o. 

Separating (65) into its real and imaginary parts, we 
obtain 

(al's- ~AIL) 2 _ ~ 02R= _ m2c2 

and 
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(65) 

(66) 

(67) 

where Rand S' are real functions which determine q; 
through 

q;=R exp(iS' In). 

The term 02R/R2 obeys the vector identities 

02R = OZR2 _ l.(a" lnR2)2 
R 2R2 2 

and 

02(lnR2) = (1/R2)02R2_ (a" InR2)2. 

By substituting (69) and (70) into (66) we get 

(68) 

(69) 

(70) 

~ (aILs' _ !::.A") 2 _ m (~a" InR2) 2 _ ~ lJ2InR2=_ mc2. 
11'1 e 2m 2m 

(71) 

Now, if the identifications, R2= Ipl and S=S' are made, 
(67) and (71) become identical to (44) and (60), respec­
tively. These stochastic results are not totally equi­
valent to the standard quantum formalism, since the 
Klein-Gordon equation allows both positive and negative 
energy eigenvalues, By contrast, in the stochastic mo­
del we have 

(72) 

and, thus, the stochastic derivation has been only for 
positive energies. However, negative energies can be 
easily incorporated into the theory if one redefines bo 
(and bt) to be 

bo=-c[A(x,t)-B(x,O], (73) 

where A(x, t) is the probability that the particle at 
(x, t) will have positive energy during the time span T, 

and B(x, t) is the probability that it will have negative 
energy. A similar redefinition holds for bt and hence 
for vo=i(bo+bt). Alternatively, one may adopt the in­
terpretation that A is the probability the particle will 
go forward in time and B is the probability that it will 
go backward in time. Our derivation has thus far as­
sumed A = 1 and B = O. For a negative energy particle, 
the reverse would be the case. 

Aron3 and de la Pena-Auerbach4 have also construct­
ed derivations of the Klein-Gordon equation from sto­
chastic concepts. Aron's approach yields two real equa­
tions which are not equivalent to the complex Klein­
Gordon equation except in special cases. 

De la Pena-Auerbach, by studying the properties of 
stochastic derivatives under time reversal, has ar­
rived by a quite different theoretical route at equations 
essentially equivalent to our two basic relativistic sto­
chastic equations. Surprisingly, he did not require the 
particle to have a fixed free speed c but did assume that 

1 «~)2) 3n 
2~=2m' 

where At'" T. 

(74) 

However, it is easily demonstrable that (74) must be 
reduced to the more stringent reqUirement of our ran­
dom-walk model in order to avoid inconsistency. Indeed 
if in a particular excursion, we had I 6x I > c T , the 
world line of the particle would be spacelike and hence 

W.J. Lehr and J. L. Park 1239 



                                                                                                                                    

inadmissible. If, however, we always require I ~I 
<S CT, then necessarily 

1 «(D-.x)z> 1 CZTz 31l 
2-T-<S2~=2m' (75) 

The equality sign holds only if I ~ I = CT, for all ~, 
which corresponds to our stipulation (20). 
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All the variational functionals are derived which satisfy certain criteria of suitability for molecular and 
nuclear scattering, below the threshold energy for three-body breakup. The existence and uniqueness of 
solutions are proven. The most general suitable functional is specialized, by particular values of its 
parameters, to Kohn's tam), Kato's cot(l)-8), the inverse Kohn cotl) , Kohn's S matrix, our S matrix, 
Lane and Robson's functional, and several new functionals, an infinite number of which are contained in 
the general expression. Four general ways of deriving algebraic methods from a given functional are 
discussed, and illustrated with specific algebraic results. These include equations of Lane and Robson and 
of Kohn, the fundamental R matrix relation, and new equations. The relative configuration space is 
divided as in the Wigner R matrix theory, and trial wavefunctions are needed for only the region where 
all the particles are interacting. In addition, a version of the general functional is presented which does 
not require any division of space. 

I. INTRODUCTION 

Many variational methods have been proposed for 
scattering theory, as discussed in current reviews, 1_4 

and a number of them have recently been employed in 
studies of a chemical reaction, 5,6 electron scattering 
from complex atoms, 7_16 and nuclear scattering. 17_21 

Such methods are valuable, as they provide a means of 
calculating scattering matrices whose errors are of 
second order with respect to the errors in the approxi­
mate wavefunctions which go into the computation. Cer­
tain methods (which unfortunately require the exact 
solution of a Schrodinger equation in all open channels) 
produce a variational result whose error, besides being 
of second order, is of a known sign. 22-26 This is 
extremely useful. For one thing, it allows one immedi­
ately to choose the best of several results, and, thus, 
to systematically improve the calculation. However, 
none of the other known procedures is believed to pro­
duce a variational bound. One may hope that the best 
method remains to be found. 

Much work has gone into finding various limited mini­
mum principles27 and a convergence theorem28 for 
Kohn's principle29 for the tangent of the phase shift and 
its multichannel extension, and studying the false reso­
nances which often appear. 4,30_32 One would like to see 
similar results for all variational methods. Unfortun­
ately, the existing methods have not been put into a 
unified enough formalism that convergence (or noncon­
vergence) theorems can be applied to them as a class. 
Furthermore, the known variational methods by no means 
exhaust the possibilities. To rectify this situation, by 
putting a broad class of variational methods into a single 
formal framework, is the purpose of this work. 

The heart of any variational method is a functional 
whose stationary value is to be apprOXimated. It is 
assumed in this work that functionals must satisfy cer­
tain criteria (such as being bilinear in trial functions), 
in order to be suitable for reactions and other multi­
channel processes. Working from these criteria, an 
explicit general expression for all suitable variational 
functionals is derived. It is seen that the suitable func­
tionals form a continuous set, containing the previously 
known ones and an infinite number of new ones. 
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Several ways of using the general suitable functional 
in an algebraic variational calculation are examined in 
four general classes. 

II. THE GENERAL FUNCTIONAL 

Consider a collision of two nuclei, or molecules, 33 at 
an energy below the threshold for three-body breakup. 
Assume the applicability of nonrelativistic quantum 
mechanics and the absence or unimportance of all pro­
cesses of creation or annihilation. Further assume that, 
for any pair of nuclei ct, there exists a finite distance 
of separation a", beyond which any potential acting be­
tween the pair ct is a function of only the distance r '" 
between the pair. 

In the configuration space of relative coordinates of 
the nucleons, there exists a set of surfaces S" defined 
by r '" = a",. From these surfaces can be constructed a 
closed surface S. Inside S is the region in which all the 
nucleons are close together. Outside of S are certain 
regions, called arrangement channels, in which the 
nucleons are grouped in one or another of the possible 
pairs ct. The remaining space corresponds to configura­
tions which occur with negligible probability, by 
assumption. 

The above assumptions and the partitioning of space 
have been discussed in detail by Lane and Thomas. 34 

The wavefunction on and outside of S may now be 
written as a sum over (two-body) Channels c 

I iJl)=.0 I c)qe(re) , re~ae' 
c 

(1) 

in which q e is a function only of re and I c) is a normal­
ized "channel spin wavefunction," which is independent 
of re' The index c stands for ct and all the quantum num­
bers necessary to describe the nuclear states and the 
relative angular motion in the channel. 

Following Bloch, 35 the notation I ) will be reserved for 
functions of all the coordinates, while I ) will denote 
functions of all the coordinates except r",. The functions 
Ie) are orthogonal and will be defined to be normalized. 
Thus, 

(c Ic')= 0ec" (2) 
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The above notation implies a scalar product in which the 
product of the complex conjugate of the first function and 
the second function is integrated with respect to solid 
angle w. The differential of solid angle, dw, is defined 
such that the volume element in the a arrangement 
channel is dw,y;dr 01.' Note that dw does not include the 
~ factor. 

We seek the most general suitable variational func­
tional. So that the functional will be amenable to treat­
ment by matrix methods, it will be bilinear36 in two trial 
functions,37 I/J :1) and ljJ:2) , which are defined on and in­
side the surface S. The functional will contain the 
Hamiltonian H and the energy E in 

(3a) 

and the Hermitian adjoint of the Hamiltonian, in 

(3b) 

The integration indicated by the angular brackets extends 
only over the volume inside S (including all singularities 
on S). Other operators, such as the square of the 
Hamiltonian, are unnecessary, and we assume that 
including them in the functional would complicate the 
expression without conferring a compensating advan­
tage. 38 The surface integrals39 

z/I")=(c\r ,/,11"» 
ct clf't ac 

(3c) 

and 

u(I")' = (c \ grad r ,I, I,,» 
ct n c'+'t 0c' 

(3d) 

where gradn stands for the component normal to S (out­
ward) of the gradient, will be needed to make the func­
tional stationary and to relate it to collision matrices. 
The suffix t stands for "trial." 

To be suitable for a variational calculation, the func­
tional must be stationary with respect to all continuous 
variations of the <p!/-l) if and only if the <pi") satisfy the 
Schrodinger equation inside S and, perhaps, inhomo­
genous boundary conditions40 on S. Finally, we require 
that the scattering matrix be calculable from the station­
ary value of the functional (rather than Ij!!"», so that the 
error in the scattering matrix is of second order in the 
error in the trial functions. 

The most general functional satisfying the criteria of 
the preceding two paragraphs has the form 

G =.0 [U~i)*/(PlySU!~)1 + P2~SU!~) + P3~!\S) 
~s 

+ u;:)'" (P4~'U;;)' + Ps~su~;) + ps.ciy'>l 
+ .0(P7SU!~)' + pSsu~;)] + Pg 

s 

- P lO (<);!l) \ (fI - E)<);;2» - P u (<pi l ) \ (fit - E)<P!Z» , (4) 

where the summation extends over all two-body channels, 
open and closed, the Pi are all constants, and the u~r) 
and u~i)' quantities are to be calculated from the trial 
functions, using Eqs. (3c) and (3d). 

To discover what values should be assigned to the Pi' 
we examine the first-order variation of G, which, in 
matrix notation, is 

1242 J. Math. Phys., Vol. 18, No.6, June 1977 

oG = OUU)t'(P IU!2)1 + [P2 + PH (liZ /2m)ju!Z) + P
3

) 

+ ou(1)t((p _ P (lI2/2m)]u(Z), + p u!Z) + p ) 
4 11 , 5 , fj 

+ (U.(1)t'Pl + U~llt(P4 + P
IO

(1f2/2m)) + P 7)6u!Z)1 

+ (u/ llt'[P2 - P lO (1fz/2m)] + u!Otp s + P
8
)OU!2) 

- (plO + P ll )( olj!H) I (fI - E)<);;2» 

+«(fI _E)ljJ!l) I oljJ(2»), (5) 

in which u!l") and u!")' are column vectors, the dagger 
represents the transpose of the complex conjugate, and 
m is the diagonal matrix of the channel reduced masses. 
The subscript e denotes an exact wavefunction. In 
deriving Eq. (5), Green's theorem was used, which 
gives 

- ( Ij!!l) \ (fI - E)6<);(Z» = - «(fI - E)l/J!l) \ 0l/J(2» 

+ u!l)t(1f2/2m)ou (2)1 

-u!l)t'(l12/2m)ou(2) , (6) 

which is valid even if 0<);(2) contains many-body channel 
components on 5,41 since the exact wavefunction <fJ!I) 
contains, by assumption, only two-body channel com­
ponents on S. From Eq. (5) emerge the following six 
equations as necessary and sufficient conditions for G 
to be stationary with respect to arbitrary infinitesimal 
continuous variations of l/J(l) and <);(2): 

P l u!2)I + [p z + Pl1(n2/2m)]u~2) + P
3 

= 0, 

(P
4 

- P u (nz/2m)]u!Z)1 + P
S
U!2) + P s = 0, 

Pu(1)*'+(p +P (1fz/2m)]uU)*+p =0 
1 e 4 10 , 7' 

(p -p (n2/2m)]u H )*'+p U(l)* +P =0 
2 10 , 5 , 8' 

(p
lO 

+ Pll)(fI - E)ljJ~l) = 0, 

(P
lO

+P
ll

)(fI _E)<);~2)=0. 

(7a) 

(7b) 

(7c) 

(7d) 

(8a) 

(8b) 

A set of values must be assigned to the constants Pi 
in such a way that Eqs. (7) and (8) are appropriate con­
ditions for the exact wavefunctions Ij!;l) and <p!Z). Since 
it was stipulated above that the Schrodinger equation be 
among the conditions, it follows from Eq. (8) that P lO 

+ Pu must be nonzero, but is otherwise arbitrary. For 
convenience, let 

(9) 

Because of the ways in which P IO and P u appear in 
combination with P 2 and P 4 in Eqs. (7), it is easy to 
see that the eight arrays of coefficients of the u!")' and 
u~l") vectors in those equations cannot all be zero. 
Therefore, Eqs. (7) are boundary conditions40 on the 
exact wavefunction. 

This concludes the derivation on which the remainder 
of this work is based. 42 We have the most general suit­
able functional, Eq. (4), and we see that, in order for 
it to have its intended properties, values must be 
assigned to the P j parameters in such a way that Eqs. 
(7) are consistent with the Schrodinger equation. The 
most straightforward way of doing that is, evidently, 
to select an appropriate form for the boundary condi­
tions, and determine the P! accordingly. 

There is some freedom in the form of the boundary 
conditions. We begin with a fairly general form 
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U!11*' _ r(ll*u~1)* = t(1)*, 

U{21 1 _ r(21u {21 = t(21 , 
• • 

(lOa) 

(lOb) 

where r(s.<) and t(s.<) are arbitrary constant square 
matrices (nXn) and column vectors (n x l), respectively 
(when there are n channels). Other boundary conditions 
are studied in Appendices A and B. 

Equations (10) and the Schrodinger equation together 
uniquely determine the wavefunctions <p!s.<). (The 1; ( ... ) 
cannot be zero vectors, or else the solutions exist only 
at discrete energies, as in R - matr ix theory. See Appen­
dix A.) Therefore, Eq. (7a) must be identical to the pro­
duct of P 1 and Eq. (lOb), in order that Eq. (7a) contain 
no content not found in Eq. (lOb). It follows that 

(l1a) 

and 

(l1b) 

Similar reasoning, applied to Eqs. (7b)-(7d), produces 

P s = - [p4 - P u (1f2/2m)]r(2), 

P 6 = - [p4 -Pu (Ji2/2m)]t(21, 
- -
P 4 + P lO (1r2 /2m) = - P 1r U1*, 
- -P 7 =-P1t(I)*, 

P5 = - [P2 -PlO (Ji2/2m)]r(1)*, 

Ps= - [p2 -P lO(lf2/2m)]t(1l*. 

(l1c) 

(l1d) 

(He) 

(11£) 

(l1g) 

(11h) 

When the two expressions, above, for P5 are equated, 
after eliminating P 2 and P 4 with Eqs. (l1a) and (l1e), 
one finds that 

(12) 

Therefore, r(1lt and ,,(2) are both related to the same 
arbitrary square matrix e, 

,,(21 = (2m/lz-2}e (13a) 

and 

r(1)* = (2m/n2)€. (13b) 

Letting 

P 1= 1;, (14a) 

for the other Pi' we find 

P 2= - 1;(2m/1Z2)e -Pu (1Z2/2m), (14b) 

P
3 

= - l;t(21, (14c) 

P 4 = - e(2m/n2)1; - (1Z2/2m)(1 - Pu ), (14d) 

P 5 = e(2m/1f2)1; (2 m/1i2 le + €, (14e) 

P s = [e(2m/1Z2) 1; + (lf2/2m)]1;(2), (140 

P 7 = - t (1lt 1; , (14g) 

Ps= t(l)t[1;(2m/1f2)e + (n2/2m)]. (14h) 

For convenience, let P g , which is merely an additive 
constant, be 

P g = t Cl1t l;t{21. (14i) 

Then, substituting the above P's into Eq. (4) produces 
the desired functional, 
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- (1 - P 11 ) (<P~l) I (H - E)<p~2» - Pll (<P:1) I (Ht - E) 1jJ: 2) >. 
(15) 

As implied by its derivation, and proved in Appendix C, 
Eq. (15) is stationary under all continuous infinitesimal 
variations of <p:1) and <p: 2

) if and only if 1J!:1) and <p: 2
) 

satisfy Eqs. (8) and (10), the latter of which are now 

(16a) 

and 

u U)* ,_ (2m/lf2)eu (1)* = t ll )* . (16b) • • 
When the exact wavefunctions which satisfy Eqs. (8) 

and (16) are used as arguments, G reduces to 

G['/'Cl) 1jJ(2)] = P u(l)t ~ t(2) + (1 _ P )t(l)t~U(2) 
'f', , • 1\. 2m 11 2m" 

(17a) 

As shown in Appendix C, the terms multiplying P u and 
(1 - Pu) are equal, so that the above can be simplified 
to 

G[,/,(l) ,/,(2)]= I;U)t n2 U(2) 
'f', , 'f', 2m •. (17b) 

Since the above is the stationary value of G, we may 
also write, using approximate trial functions, 

1:(1lt~U(2) = G[IjJ(1) 1jJ(2)] + Q(iiljJ(1) x iiljJ(2» (18) 2m • t , t • 

Equations (4), (7), and (15)-(18) constitute the main re­
sults of this work. 

When the unknown (but second order) error term in 
Eq. (18) is dropped, the right-hand side can be evaluated 
for any pairs of trial wavefunctions, to yield approxi­
mate values of the u~!). These, together with the boun­
dary conditions, Eqs. (16), are precisely the kind of 
intermediate results one needs in a scattering 
calculation. 

It follows from the derivation that Eq. (15) for G 
includes all the suitable stationary functionals which 
have the general form of Eq. (4), assuming Eq. (10) for 
the boundary conditions. We note that G contains several 
arrays of constants: a, E, 1;, and the scalar PU' 
These are parameters of the method, not necessarily 
of the trial functions themselves. Since these parameters 
may be chosen almost at will, we have here a multi­
dimensional continuum of suitable variational functionals. 

A simpler functional results when € is a diagonal 
matrix. In this case, let us define be for all c by 

be = ae(2mjIi2)Eee, 

and write Bloch's L operator, 35 
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(20a) 

in which the sum extends over all open and closed two­
body channels. Also define operators A(b) and A 

A(b)=H + L(b) -E, 

A = (1 - PulA (b) + PuA (b*)t. 

Equation (15) is now 

G[~(l) ~(2)]=.0[(1f2/2m )(~(1)*U(2)+U(I)*~(2)] 
t 't c ~ c c ct ct c 

(20b) 

(20c) 

(21) 

where z is the term involving ~. The boundary conditions 
(16) for the exact wavefunctions become 

u~!)* 1 _ (b/ a)u~!)* = ~~l)* , 

U~;)I - (b/ ac)u~;) = ~~2), 

or, equivalently, 

No such conditions have been assumed for the trial 
wavefunctions. 

(22a) 

(22b) 

The boundary conditions, (16), and the simpler ones, 
(22), are related, in the sense that a wavefunction 
satisfying the former conditions is a linear combination 
of up to n wavefunctions satisfying the latter ones, if 
there are n channels. It is not clear whether any useful 
flexibility is lost by using the simpler conditions, i. e. , 
by passing from Eqs. (15) and (16) to Eqs. (21) and (22). 
At any rate, Eq. (21) is the form of the general func­
tional which will be used in the remainder of this work, 
except in Appendix B, where a different form of the 
boundary conditions is employed. 43 

A. Wavefunctions outside S 

Outside of S, the wavefunction can be expanded, ac­
cording to the original assumptions, as a sum of two­
body terms, 

~ = f I c )r~luc(r c), rc?c ac' 

The radial wavefunctions uc(r c) satisfy the following 
equations when rc?c ac: 

[ 1f2 (d
2 

lcUe + 1) 2) J ( ) 
2mcrdr;,+ Y~ -kc+Vcucrc=O, 

(23) 

(24) 

in which k~ is the square of the channel wavenumber and 
Vc is the channel two-body interaction potential. 

Since the exact wavefunction and its gradient are 
both continuous across S, it follows that 

(25) 

(26) 

where U c and u~ (when they appear with no argument) are 
surface quantities defined as in Eq. (3), calculated from 
the inside wavefunction. 
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B. The R matrix 

The relations between the surface quantities U~2) and 
U~2)1 may in general be expressed by the Wigner R 
matrix, 34,44 which is defined by 

( 1f2 )1/2 (2) <;'R (1f2as)I/2( (2), bs (2)) -- u - u -- u --u 2m ra
r 

r - s TO 21ns S as s • 
(27) 

Now, consider wavefunctions satisfying the boundary 
conditions of Eq. (22) with arbitrary b and the following 
,: 

~(!)=(2mry/\ 
c 1f2ar cr' all c, (28a) 

~(2)=(2msy/215 
c 1f2as cs> 

all c. (28b) 

According to Eq. (28a), the left-hand side of Eq. (27) is 
identical to the stationary value of G [see Eq. (17)]. 
Furthermore, because of Eq. (28b), the right-hand side 
of Eq. (27) reduces to just Rrs . Therefore, Rrs may be 
approximately calculated from the general functional, 
Eq. (21), which becomes 

G = R rs = (1f2/2m sas )1/2U;~)* + (1f2/2mrar)1 /2U;;) 

+ z -( <piI) IA<p?) >. (29) 

The right-hand side of this equation, including the sur­
face quantities [see Eq. (3)], is evaluated from trial 
wavefunctions. The error in the expression is of the 
order of the product of the errors of the two trial func­
tions [Eq. (18) and Appendix C]. 

Note that the values of the bc were not specified in 
deriving the above equation. In fact, a different Ii matrix 
is defined [Eq. (27)] for each different set of these 
constants. 34 In a particular case, the choice of the b c 

might be dictated either by the ease of application of 
the associated R matrix or by considerations of accuracy 
and convenience in the variaticnal calculation. It will 
ordinarily be useful to choose, for the closed channels, 
the values of the bc suggested in the next section. When 
this is done, all the information concerning physical 
scattering amplitudes is contained in the submatrix 
(with R) which connects only open channels. 

The scattering matrix may be readily obtained34 from 
the R matrix, if solutions of the radial wave equations 
(outside of S) are in hand. 

Algebraic methods using Eq. (29) will be discussed in 
Sec. III. For the time being, we note that, although the 
exact wavefunctions [which make Eq. (29) stationary 
with respect to all well-behaved variations] satisfy 
boundary conditions expressed by Eq. (22), the trial 
wavefunctions need not be restricted by boundary condi­
tions. This is in marked contrast to the standard R­
matrix method, in which the inside wavefunction is ex­
panded in terms of functions which all satisfy the homo­
genous boundary conditions L/= O. 

C. The generalized collision matrix 

Let Ic(Y) and 0c(r) be two linearly independent solu­
tions of the radial wave equation (24) in the c channel 
(not necessarily incoming and outgoing waves). For 
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closed channels, O~(re) will often be chosen as the solu­
tion which approaches zero at large re' Plus and minus 
signs will be used as superscripts to distinguish between 
open and closed channels, respectively, when necessary 
to do so. Define the generalized collision matrix34 X as 
that matrix which relates the amplitudes of the I and ° 
terms in the wavefunction. Thus, in an n-channel pro­
blem, a particular set of wavefunctions has the following 
radial wavefunctions: 

u~.(rr) = I.(r.)<\. - Or (rr)Xr• , s = 1,2, ... ,n. (30) 

To find elements of X, consider that particular inside 
wavefunction whose associated surface quantities have 
the same form as in Eq. (30); i. e. , 

u~;)=I.l5e. -0.xes·, all c, 

u~;)' =I~l5e. - O~Xcs' all c. 
(31 ) 

Since X is not known in advance, the above result is to 
be achieved by selecting values of the constants in the 
inhomogenous boundary conditions, Eq. (22b), such that 
the coefficients of the I and I' terms in the surface 
quantities are the Kronecker deltas given above, 
regardless of X. This requires the following: 

be=ae010c' all c, 

~c(2) = 0;1(I~0. - O;I.)l5 c.' all c, 

= 0;1 W.l5 e., all c. 

(32a) 

(32b) 

The prime denotes r differentiation, and W. is a 
Wronskian. The argument of 0e, O~, Ie' or I~ should be 
understood to be ae when not specified. Now, let 

~~l)* = W.o~1I5cr' all c. (33) 

Then, after using Eq. (17b) to eliminate u~;), Eq. (31) 
may be rearranged to yield the following: 

(34) 

Finally, when the exact G is apprOXimated by the cor­
responding functional, Eq. (21), the following stationary 
expression for X r• results: 

X rs = 0;1[1.15 r.- u;~)] - (2m/1f2)W;1 

X{(1f2/2m.)(WJO.)u!:)* + z -( ~:l) [A~:2»}. (35) 

D. The a-independent functional 

Many variational scattering calculations employ in.­
finite channel radii. Although Eq. (35) is valid for 
arbitrarily large ae , its terms oscillate, and do not 
individually have limits as the ae go to infinity. There­
fore, it is of interest to write the variational functional 
for X in a different form, which is directly suited to the 
large-a limit. It is convenient for this purpose to ex­
press the u~r) and u~r)' values in terms of a and {3 co­
efficients defined by the relations 

u~;) =Ica~2) - Oc{3~2), 

u~;)' =I~a~2) - 0~{3~2), 

u~~)* =Iea~l)* - 0cf3~1)*, 

u~!)*'=I~a~l)* _ 0~{3~1)*. 

(36) 

(That complex conjugation should be used, for simplicity, 
in the latter two equations, is suggested by Eqs. (22a) 
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and (22b), and is a manifestation of an asymmetry be­
tween ~!1) and ~!2) which is discussed in Sec. III. E. 3.] 
Then, Eq. (35) becomes, if (32) and (33) are still in 
force, 

X == 2mr{p r{3I1)*--~:"'W _6(~W[a~1)* -15. ]{3(2)\] 
rS 1f2Wr 11 ~ • 2m. • ; 2m; I, ,r I / 

+(l-P )[w ~{3(2)-6(~W.{3~1)*[a~2)_15.1)] 
11 r 2mr r ; 2m; " , 's 

,>,[( (1)* ) (1f2WIII W; t WJ)( (2) )~ 
+ T: a j - l5;r 2m

l
0

1 
I5 IJ - 0; "IJ OJ a J - I5J5 ~ 

+ < ~:1) [[(1 - pu)H + puHt - El~~2)l (37) 

The same wavefunctions make both Eqs. (35) and (37) 
stationary. The boundary conditions, Eqs. (32) and (33), 
for the exact wavefunctions, have the following simple 
form: 

a(2)=15 
c, cs' (38) 

for all channels c, if O'~;) and O'~!) are defined as in Eq. 
(36), but for exact wavefunctions. Note that these condi­
tions need not necessarily be enforced on the trial wave­
functions of an approximate calculation. 

Let us assume that Ie(re) and 0e(re) are defined inde­
pendently of ac ' Then, the generalized collision matrix 
X is also independent of the ac' However, the double 
sum in Eq. (37) does not in general have a large-a limit. 
Since the ~IJ have so far remained arbitrary, we may 
choose them so as to cancel the offending terms. Thus, 
take 

~ 12
2

/ 10; 15 O;OJ (39) 
IJ = 2m

j 
WI IJ - W; W

J 
TIJ , 

in which the T;i are arbitrary parameters with no a 
dependence. Then Eq. (37) becomes 

X - 2m r {p [{3(1)*~ W -6(~ W (11)* 1 (2»)] r. -1f2W
r 

11 • 2m. • 12m; ; a l - l5 ir {3; 

+(l-P )[W~{3(2)_~(1i2 w.{3(l)*[a(2)-15. 1)] 
11 r2mr r ; 2m; " i .. 

+~[(a~l)*_15.)T (0'12)_15 )]+<~ll)[[(l_P )H 
'J ' ,r;J J Js t 11 

+~11Ht-El~:2»}. (40) 

The above functional has the desired properties. When 
all the channel radii are infinite, the trial functions must 
be chosen such that the surface quantities O'~,,) and {3~") 
approach constant values at large ac ' (The Ci~") and {3~") 
will be identifiable as constant coefficients in the asymp­
totic part of the trial wavefunction. ) Then, all the terms 
in Eq. (40) approach constant values at large ac ' so the 
surface 5 may be moved out to infinity in any or all 
radial directions. 

We note in passing that if the trial functions them­
selves satisfy Eq. (38), the double sum in Eq. (37) 
vanishes. Then, Eqs. (37) and (40) become identical. 

E. Comparison with some previously derived functionals 

1. tanT) 

It is of interest to see how some variational methods 
in current use for nuclear and atomic scattering are 
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related to the general formulas of the present work. 
First, consider Kohn's principle29 for tan1] , the tangent 
of the s wave phase shift, which applies to the scattering 
of two structureless particles, if at least one of them 
is not charged. Kohn proved that the following is a 
stationary functional for tan1] , 

(41) 

provided that the trial wavefunction is real, and asymp­
totically has the form 

</J
t 

- (41T )-1 12r-l(Ct' sinkr + f3 coskr) 

with a = 1 and f3 free to vary. 

(42) 

Let us apply the general a-independent stationary 
functional to the same problem. Let a be infinite, and 
take 1 and 0 to be sinkr and - coskr, respectively. For 
simplicity, use a single real trial function, the same 
one as above, but leave both constants Ct' and f3 undeter­
mined. Then, X is tan1], and Eq. (40) becomes 

tan1]= f3(2 - Ct') - (2m/1l2k)[(a _1)27 

+ .f</Jtif!-E)</Jt(41Tr2)dr]. (43) 

This stationary expression differs from Kohn's, but it 
reduces to Kohn's equation29 if a is given the value unity. 
[Note from Eq. (38) that a = 1 is the inhomogenous boun­
dary condition40 satisfied by the exact wavefunction which 
makes the general functional stationary. ] 

2. cot (1] - OJ 

A more general variational principle than Kohn's, for 
scattering by a center of force, is that of Kato, 45 who 
proved that the following expression is correct to 
first order: 

2mf~ cot(1]-8)=f3+ 1l2k a </Jtif!-E)</Jt(41Tr2)dr (44) 

for real trial functions which asymptotically have the 
form 

Ij;t-(41T)"1/2r-l[acos(kr+ 8) + f3sin(!n+ 8)] (45) 

with Ct'= 1, where e is a fixed real constant. If 8 is 1T!2, 
or zero, Eq. (44) is respectively Kohn's prinCiple, 29 or 
the inverse Kohn (or Rubinow) principle, 4 for cot1]. 

The following similar stationary expression results 
from the general a-independent functional, Eq. (40), if 
l(r) and O(r) are cos(kr+ 8) and - sin(kr+ e), respec­
tively [so that X is cot(1] - 8)] and both a and f3 are among 
the variational parameters in the single real trial func­
tion wt : 

cot(1] - e) = f3(2 - a) + (2m//I2}?)[(a _1)27 

+ J: </Jt(H-E)</Jt(41Tr2)dr]. (46) 

This is more general than Kato's principle, as a is 
here permitted to be one of the variational parameters 
in the trial function. If, however, </Jt is required to 
satisfy the same inhomogenous boundary condition that 
the exact wavefunction does, then Ct'= 1, and Eq. (46) 
reduces to Kato's equation. 

Kato's principle may also be derived directly from 
the general functional, Eq. (15) or (21), by letting b 
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= ka cot(ka + 8), and enforcing the boundary condition 
(22) on the trial wavefunction. When the latter is done, 
the z term drops out of the general and a-independent 
expressions, (35) and (40), respectively, which then 
become equivalent. 

3. S matrix 

Next, we consider some variational expressions for 
the S matrix. Let le(re) and 0e(re), in terms of which 
the generalized collision matrix is defined [Eq. (30)], 
have the following asymptotic forms in the open channels 
(assuming there is no r~l term in the potential): 

I;,(r) - (m/like)l 12 exp( - ikere + Ze1T /2), 
(47) 

0; (r) - (m/llkYI2 exp(+ ikere -Ze1T/2), 

so that X is the scattering matrix S. Then the general 
a-independent stationary expression (40) becomes 

S=f3(2)-6f3(l)*(a(2l_ 0 . )+(i/Il)~(Ct'~l)* -0.) 
rS Tit , tS ij t IT 

X 7ij (a?) - 0jS) + (iln) (</Jill I (j/ - E)</Ji 2», (48) 

where the a and f3 constants are the surface quantities 
defined by Eq. (36) and, for simpliCity, we have put 
P ll = O. The wavefunctions which make Eq. (48) exactly 
stationary satisfy the Schrodinger equation and the 
boundary conditions, for all c, 

(49) 

As discussed in Sec. liD, it is not necessary to apply 
these conditions to the trial functions themselves, and 
it may not even by desirable to do so. But, if it is done, 
Eq. (48) reduces to 

Srs = f3;2l + (i/n) (</J;ll I if!- ElIj;;2». (50) 

This equation has been studied by us, using finite radii 
ai' for its applicability to chemical reactions. 6 If the 
radii are infinite, the equation is identical to Kohn's 
S-matrix method. 29 

4. Lane and Robson's functional 

Lane and Robson46 have obtained interesting and use­
ful results from the following stationary functional M, 

- M[</Jt] = (</J!ll I A</J;2l) + (</J;ll I A </J;2l) - (</J;ll I A</J;2», 
(51) 

in which </J!l) is required to be related to </J!2) (and like­
wise </Jll) to </Jl 2») in such a way that the surface quantities 
associated with them are the complex conjugates of 
each other, i. e. , 

(52) 

for all channels (but see the end of this section). 

It is instructive to bring the general functional, Eq. 
(21), to a form similar to (51). As it stands, Eq. (21) 
is 

G = (</J!l) I L (b*)t </J;2) > + (</Ji l ) I L (b)</J!2) > 

-(</J;1lIrf</J;2l)+Z. (53) 

Now, if!- E)t and if!- E), respectively, may be added to 
the operators in the first two integrals above without 
changing their values. Also, we note that, as a conse­
quence of Green's theorem [see Eq. (6)], 
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(54) 

for any pair of functions f and g, as long as at least one 
of them has, on 5, two-body channel components only. 
Therefore, Eq. (53) is 

G = ( 1jJ! 1) I ;r 1jJ;2» + ( 1jJ! 1) l;r 1jJ!2» 
(55) 

_(1jJ;1lIA<p;2» + z. 

Finally, if we set all the ~rs to zero, so z is zero, and 
let P u be zero also, the above reduces to Lane and 
Robson's - M. 

Notice that the relation (52) between <p!1) and 1jJ~2) (and 
between <Pill and <pi2» was not assumed in the above 
derivation, so that such an equation is neither a condi­
tion for, nor a consequence of, G being a stationary 
functional. Indeed, Eq. (52) is true only when S-Il) = S-(2)* 
[see Eq. (22)], which is not compatible with our preced­
ing stationary expressions for off -diagonal elements of 
the matrices R, X, and S. 

III. ALGEBRAIC METHODS 

This section concerns variational calculations in which 
the trial wavefunctions are linear combinations of two 
sets of basis functions X: 1

) and X: 2
), whose values and 

gradients are defined everywhere inside and on the 
surface 5: 

qJ;")=0C1")x;"), (56) , 
where the Cl") are coefficients, initially undetermined. 

Let u~r) and u~r)' be surface integrals defined as in 
Eq. (3),39 but with X!'') in place of </!;"), and define 

Ai} = ( xi 1) I Jf X;2» , 

f2) =u~~)' - (b~/ a)u~!), 

f e(i
2

) =u~~)' - (b/ ae)u~;). 

Then G, Eq. (21), is given by 

G=.0{S-IJ)*[o (li2/2m )u(~) - ~ J, .]C;2) 
rsi T 7'5 .J SJ T SJ ; 

+ C(l)*[uO)*(li2/2m)0 _ F'l)* t ]J-(2)} 
i rt T rS J rt. c'rs b s 

In matrix notation, Eq. (58) is 

(57) 

(58) 

G = bO )t[ (n2/2m)u(2) _ ~f(2)]e (2) + e (1 )t[ (U(l)tn2 /2m) 

_ f<l)t ~ ]b(2) + e'l )t[fll)t ~f(2) _ A]e(2) + b(1)t 1;b(2), 

(59) 

where the dagger represents the complex conjugate of 
the transpose, the e(ll) and ,IlL) are column vectors, 
and the remaining quantities on the right-hand side are 
rectangular or square matrices. 

In the absence of a general extremum principle for G, 
it is not obvious what is the best procedure for finding 
the coefficients Ci lL ) with which to evaluate the above 
expression. Several ways of choOSing them are dis­
cussed and illustrated in subsections A-D, where four 
general classes of methods are distinguished. The first 
three classes are all based on making G stationary (with 
respect to allowed variations of the qlL», but differ as 
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to how the boundary conditions are handled. In the fourth 
class, other criteria are employed for selecting the 
q lL). Section E concerns the meaning of the parameters 
of the functional, the S-~lL), ae , be' ~eo" and FlU and how 
their values affect the outcome of a calculation. The 
relative merits of the first three classes of methods are 
considered in Sec. IV. 

A. The first class 

Since the general functional G was deliberately derived 
so as to be stationary about its exact value with respect 
to all continuous variations of the trial wavefunctions, 
the most pleasing way of treating the algebraic expres­
sion (59) for G is to find the value of the right-hand 
side which is stationary with respect to all variations of 
the coefficients. Equating to zero the derivative of the 
right-hand side with respect to each C)l)* and solving 
gives 

e(2) = [A - f(l)t~f(2)]-1[u(l)tn2/2m - {(l)t1;]b(2), (60) 

and, with this e(2), Eq. (59) becomes 

G = b(l )t{[ (n2/2m)u (2) -1;f(2)][A _ £,llt 1;£,2)]-1 

x (u(1)t If2/2m) - f(l)t~] + H,(2). (61} 

(PreCisely the same G results from making the deriva­
tives with respect to each q2) be zero. ) 

According to the developments of Secs. lIB and lIe, 
the R matrix and the generalized scattering matrix X 
may be obtained directly from G when ,(1) and b(2) are 
given by Eqs. (28). When this is done, using the above 
value of G, the results are as follows. 

R = (2m/1f2a)1 /2{[ (n2 /2m)u (2) _ ~f(2)][A _ {O)t 1;{(2)]-1 

X [(u(lltn2/2m)_ f (1 )t 1;] + ~}(2m/n2a)1 /2 , (62a) 

for arbitrary b (in the definition of R and in A, £,1), and 
f(2»). The above has the following simple form when one 
chooses ~ = 0: 

(62b) 

When a single basis set is used, the last equation be­
comes identical to one derived by Lane and Robson, 46 
who argued that it is the best expression for calculating 
the scattering matrix from a given basis set.47 

Similarly, the generalized scattering matrix is 
apprOXimated by 

X = 0-11 - 0-1(2m/n2){[(n2/2m)u(2) - Ef(2)] 

x [A - f(llt ~f(2)]-l[ (u l1 )tn2 /2m)- r(l)t~] + HWO-r,(63) 

where b = aO/O-1 (in f( I) , f(2), and A) and I, I', 0, 0', 
and Ware diagonal matrices of quantities defined in 
Sec. lIe. 

The corresponding matrix equation for the a-indepen­
dent calculation of X can be derived from either Eq. (40) 
or Eq. (63), with the result 

X= - (2m/nZW)[(nZW/2m)J,3(2) - ra(2)][M - Pllall)t 

x (IfZW/2m){3(2) - (1 - p u )J,30)t(nZW/2m)a(2) 

+ a(1)tra{2)]-1[.B(l)t(n2/2m)W _ a(l)tT] 

(64) 
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where T is the square matrix of the constants Tij' and 
at,,) and /3(u) are rectangular matrices of constants O!~rl 
and j3~r) defined as in Eq. (36), but with u~r) (and u~r)') 
in place of u~r) (and u ~,:)' ), and where M is defined by 

MiJ=(X!111(1-Pll)H+PllHt-ElxYl). (65) 

Equations (61)-(64) are each stationary with respect 
to variations in the space of the basis functions. Further­
more, their error is second order with respect to func­
tions omitted from the bases. Therefore, approximate 
collision matrices and cross sections calculated from 
anyone of these equations should be of better quality 
than the basis sets themselves. 

Equations (61)-(64) are equivalent. That is, they yield 
the same approximate scattering matrix, if the same 
bases and the same values of a, b, ~, and Pll are used 
in each [assuming that 0c(r) is determined by be' via 
Eq. (32a), rather than the other way around]. This is 
because Eqs. (62)-(64) are derivable from (61) using 
only (i) the boundary conditions, Eq. (22), which are 
intended to be used along with G, (ii) the relations (27) 
and (30) which define R and X, and (iii) the linearity of 
the Hamiltonian operator. On the other hand, different 
choices of the parameters of the method, a, b, Land 
P lI , produce different approximations to the scattering 
matrix. These parameters are examined in Sec. lIE. 

The calculable theories of Lane and Robson 

An interesting expression arises when the exact 
stationary value of G, Eq. (17b), is equated to its varia­
tional approximation, Eq. (61), with the ~rs = 0, using 
forms which fully utilize L: 

(L (b* )<p!l) 11/!!2) > = ~(L (b* )1/!~1) I X;2) >Ck1 )ij 
IJ 

x( X?) IL (b)<P~2», (66) 

which, since it applies for all l/J~I), implies the following 
approximate relation for the wavefunction on 5: 

I<p> =L.IX(2» (k 1
) •. (x(!)IL4'). (67) 

• a ij 1 a 1) J ~ 

All terms on the right-hand side are known quantities. 
This approximation (with a single basis set) was first 
derived and studied by Lane and Robson, 41 and several 
nuclear scattering calculations have been performed 
with it. 19_21 We emphasize that the error in the approxi­
mation is only of second order with respect to the trun­
cation error when a finite number of basis functions are 
used. An alternate derivation of the last equation is 
given in Appendix D. 

B. The secDnd class 

A second general way of using the algebraic expres­
sion for G, Eq. (59), is to impose, on the trial wave­
functions, the boundary conditions satisfied by the exact 
wavefunctions [i. e., (22)], and make G stationary with 
respect to all variations (of the C~"» which preserve the 
boundary conditions. 

Assume that the two basis sets each contain at least 
as many members as there are channels, and that the 
bases have been transformed such that 

(68) 
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The bases now divide into two classes: the first n func­
tions (for n channels), and the remainder. It is con­
venient to label these groups J.I. and v, respectively, and 
to divide the matrices appearing in G, Eq. (59), into 
blocks, accordingly. 

The boundary conditions (22) now become equivalent to 

C~I)=l:(l), C~2)=l:(21, 

and Eq. (59) becomes 

G = !;(l)t[ _ A"" + (li2 /2m)u~2) + u~l)tn2 /2m ]l:(2) 

+ l;(l)t[ _ A"v + (n2 /2m)~2)]C~2) 

(69) 

+ C~llt[ - A"I' + u~1)tn2/2m]l:(2) - C~1ltA..vC~2). (70) 

Now, the right-hand side of the above is stationary with 
respect to arbitrary variations of C~I) if and only if 

(71) 

Solving for C~2) and substituting into Eq. (70) gives the 
stationary value of G: 

G = l:(l)t{_ A + (n-2/2m)u(2) + u (l)tn2/2m 
~~ f.l j.J. 

+ [Al'v - (li2/2m)~2)](A..)_I(A.." _u~l)tfi2/2m)}t(2) 
(72a) 

(72b) 

where 

(73) 

We note in passing that N is the matrix of the operator, 

N(b) = A(b) - L (b) - L (b*)t. 

Equation (72) yields variational methods which are 
alternatives to those discussed in Sec. IlIA. For exam­
ple, by using the ?:~I') values of Eq. (28), one obtains a 
stationary expression for R: 

(74) 

for arbitrary be' [The be dependence is subsumed in the 
initial transfor mation of the basiS sets, to make them 
satisfy Eq. (68). J 

The second type of method may be applied to the a­
independent functional, Eq. (40), also, in a similar way. 
The boundary conditions, Eq. (38), are to be imposed 
on the trial wavefunctions. To simplify the result, 
transform the bases somewhat differently from above, 
such that 

O!~~) = o:~~) = 0c" all c and i, 

and divide the matrices into blocks, just as before. We 
find the following: 

[M.,I' + Pllf3~l)t (!f2/2m)W]OW-' l:(2) + M vvC(2) = 0, (75a) 

X = M"" + (2m/fi2 )W-' {(1 - Pl1)W(n2/2m)I3~2) + Plll3~')t 

X (1f2/2m)W - [M"v + (1 - Pll)W(n2/2m)I3~2)][M"v]-1 

x[Mv" + Plll3~llt(fi2/2m)W]}, (75b) 

where M is the matrix defined by Eq. (65). Several 
special cases of the above formula have previously been 
derived. 1_4 

Note from Eqs. (71), (72a1 (34), and (75) that C, G, 
and X each has a pole when Av)= Mvvl is singular [unless 
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the pole is cancelled by one of the matrices which mul­
tiplies (Avv)-l in Eq. (72a)). Some of these poles are 
legitimate, occurring also in the exact result, but the 
others, first studied by Schwartz, are spurious. 20-32 

Since the latter must be reckoned with in any variational 
method, we will briefly summarize some previous work 
on the problem, and relate that work to the present 
formalism. 

Brownstein and McKinley, 31 analyzing the finite radius 
case, considered Kohn's functional for the tangent of the 
s-wave phase shift, Eq. (41), which is equivalent to Eq. 
(72) with b ~ - ka tanka. They found that if the basis set 
is good enough, for each pole in b there is, at a slightly 
higher energy, a spurious pole in tan1). However, these 
poles may be avoided by using a constant b. 22 

With infinite radii, the problem is more severe, as 
constant be cannot be employed (cf. Sec. lID). Two 
basically different approaches have been used. In the 
first, one avoids the poles, by choosing the boundary 
conditions [i. e., by adjusting the definitions of I;,(re ) 

and O~(re)] at each energy such that Mw is nonsingular. 
Examples are Nesbet's anomaly-free method,32 and a 
method of Seraph, Seaton, and Shemming. 49 The second 
approach is to make the pole strength vanish, by 
choosing the boundary conditions such that the factor en­
closed in parentheses in Eq. (75a) is zero. This is done 
in Nesbet and Oberoi's optimized anomaly-free 
method. 50-01 

The methods of the second type are shown in Sec. 
IIIE4 to be limiting cases (the large ~ limit) of methods 
of the first type. 

C. The third class 

A third general way of using the algebraic expression 
(59) for G is to make it stationary within a finite space 
of basis functions X:"), all of which satisfy homogenous 
boundary conditions on S. That is, 

(76) 

According to Eq. (62a), when the general functional is 
made stationary with respect to variations in this basis, 
the result is 

R = (1i2/2ma)I/ 2u (2)M-1u (1 )t(/j2/2ma)1 /2, (77) 

where M is the matrix defined in Eq. (65). R depends on 
the be' which appear in L in Eq. (76). In addition, 
suppose the basis functions are eigenfunctions of the 
Hamiltonian, normalized inside 5, and with real U O ) 

(2) Th' . th . e~ = lie;' IS IS e standard basIs set of the R -matrix 
method, and, indeed, the stationary expression above 
is, in this case, equivalent to the standard R-matrix 
expression 34 ,44 

(78) 

where the E~ are the eigenvalues of H (and H + L) in the 
above space, and 

Ye~ = (/j2/2meae)1 /2UcX · 

Another variational derivation of Eq. (78) has been given 
by Jackson. 52 

It must be emphasized that the above derivation shows 
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Eqs. (77) and (78) to be stationary in a space of only 
functions satisfying the homogenous boundary conditions, 
Eq. (76). However, the exact wavefunctions satsify 
inhomogenous boundary conditions only, except at dis­
crete level energies, E~ (for fixed be)' or for "natural" 
values53 of the be (for fixed E). 

D. The fourth class 

A convenient measure of the error of any particular 
trial wavefunction is the following sum: 

~I(q,il (H-E)lj!t> 12. , (79) 

In what is called a least squares method, one chooses 
some of the linear coefficients of Ij!t so as to minimize 
the above sum, subject to linear relations which the re­
maining coefficients are forced to satisfy. (Note that the 
other relations must include inhomogenous boundary 
conditions, or other normalization, so that other than 
trivial solutions are obtained. ) 

The first to suggest the above procedure were Harris 
and Michels. 1,54 In their minimum norm method, the 
q, i are a certain subset of the basis set, and (79) is used 
to determine the coefficients of only the asymptotic part 
part of the wavefunction. The sum (79) contains 
implicitly an arbitrary set of weight parameters related 
to the normalization of the q,; functions. Another version 
of this method was suggested by Nesbet and Oberoi. 50 

In Wladawsky's variational least squares method, 55 

n coefficients (for an n-channel problem) are taken from 
the boundary conditions, and all the rest are determined 
by minimizing expression (79), letting the q,. consist of 
the entire basis set. ' 

Callaway and Wooten, 56 comparing a least squares 
method with some other methods, do not come to a 
marked preference. However, Abdallah and Truhlar, 57 

in sample calculations, have found Wladawsky's method 
to work better than several others tried. 

Schmid and co_workers58
-

61 have shown that results 
improve when the set q, i is augmented with functions not 
in the basis set of 4't. 

In the methods described above, the trial functions, 
once obtained, are inserted into a multichannel version 
of Kato's relation (30), or some other class two func­
tional' with infinite radii, ((c' One could use a least 
squares procedure in conjunction with any of the other 
general methods discussed in the preceding three sec­
tions, as well, with either finite or infinite ae • Further­
more, the least squares process should be especially 
useful in optimizing nonlinear parameters. 

The method of Zvijac, Heller, and Light43 consists of 
an R-matrix calculation, a Buttle correction, and a 
variational correction. The latter is accomplished 
essentially by modifying the energies of certain R­
matrix levels. 

E. The influence of the parameters 

Within the framework of the general variational func­
tional, as written in Eq. (21), any calculational method 
can be described by the values chosen for the param-
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eters !;~jJ.), ae , be' ~ec" and P lU and the choice of trial 
functions. Let us consider the selection and influence of 
these parameters in algebraic variational calculations. 

1. The ~~1) and rF) 

Since the ?;~,,) serve as the inhomogenous parts of 
boundary conditions,40 they establish (for given be and a) 
the normalization of the exact wavefunctions. As a con­
sequence, the values of the !;~") determine what parti­
cular element (or linear combination of elements) of a 
generalized scattering matrix is being approximated 
[cf. Eqs. (28), (29), (32}-(34), and Sec. 3 below]. 

The ?;~") were put proportional to Kronecker deltas 
in the preceding derivations when formulas were derived 
for individual elements of collision matrices. However, 
since both the exact stationary value of G and the values 
of G determined by algebraic variational calculations 
transform in the same way with the ?;~l) and ?;~2), the 
approximate collision matrices are independent of the 
choice of the ?;~,,). 

2. The ac 

The significance of the radii ae is well known from 
their use in R matrix theory. The two extremes of the 
ae are the most used-as small as possible (consistent 
with the assumptions of Sec. II) , or infinite. In the 
latter case, one must use the a-independent functional, 
Eq. (64). Philpott and George62 have studied the depen­
dence of calculated results on the ae , and have proposed 
a criterion for the optimal choice of these parameters. 

3. Thebe 

The parameters be determine (for given ae) what part 
of each radial wavefunction is directly affected by the 
Bloch operator and the boundary condition. For example 
suppose bc=aeO~/Oc for all c, as in Eq. (32). Then, 
L <p!2) contians no 0c(r) waves on 5, and the boundary 
condition (22b), u~;)' - (b/ ac }u~!) = ?;~2), implies that the 
radial wavefunctions u~;l(re} (defined in re'" a) have the 
form (O/Wc)!;~2)Ie(rc) - J3~2)Oe(r), where J3~2) is undeter­
mined. That is, the above boundary condition specifies 
the coefficients of the Ie(rJ components of the wavefunc­
tion, and only those coefficients. 

There is an unavoidable asymmetry in the boundary 
conditions, Eqs. (22a) and (22b), in that, whereas one 
equation contains u~!)' and u~;), and the other has the 
complex conjugates, u~!)*' and u~!)*, both equations use 
the same be (not complex conjugated). Referring to the 
example of the previous paragraph, the values of be 
stipulated there imply that the functions u~! l(r) (in r c 

'" ae) have the form (O~/W:)?;~l)~(rJ - f3~l)O~(re)' Now, 
the functions Ic(re} have purposely not been completely 
specified. However, it can be seen, by comparing the 
results of this and the preceding paragraph, that if the 
boundary conditions are chosen so as to control the 
incoming portions of <p!2) , then it is the outgoing portions 
of <p!l I which are controlled, and vice versa. 

The exact G, R, and X each has a be dependence in its 
definition, but the scattering matrix S, or course, does 
not. [In the case of X, the be dependence arises if one 
uses the relation O~/ ° c = b / ac in defining 0 c(r e)' for 
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arbitrary complex be' J One can easily show (as did 
Mori63 for Lane and Robson's theory) that the S cal­
culated from approximate G(b), R(b), or X(b) is indepen­
dent of the be if the G(b), R(b), or X(b) is the result of a 
variational calculation of the first class (Sec. IlIA) 
performed with a be-independent basis and with ~ = O. 
However, the class two and three variational methods 
(and class one if ~"* 0) do not have this type of invariance 
with the be' 

The avoidance of spurious singularities in class two 
calculations by the judicious choice of the be was dis­
cussed in Sec. IIIB. 

4. The ~rs 

The effect of the ~r. is to control the relative impor­
tance of the boundary conditions vs. that of the Schro­
dinger equation in a class-one variational calculation of 
wavefunctions and G. Thus, suppose ~ is nonsingular, 
and replace it by I\.~, where I\. is a scalar. Then, I5G = 0 
becomes 

15 GO + AI5Z = 0, (80) 

where GO is that part of G, Eq. (15) or (59), which is 
independent of the ~r.' Now, I5Go = 0 if and only if both 
(1) the Schrodinger equation and (ii) the boundary condi­
tions, Eq. (22), are satisfied (Appendix B), whereas 
I5z = 0 has only the boundary conditions as necessary and 
sufficient conditions. Therefore, according to Eq. (80), 
the larger (in absolute value) I\. is, the more weight is 
attached to satisfying the boundary conditions, indepen­
dently of the Schrodinger equation. We have observed 
this effect in calculations. 64 

The above suggests the hypotheSiS that algebraic 
methods of the first class (Sec. IlIA) become equivalent, 
in the limit of infinite A, to methods of the second class 
(Sec. IIIB), since the boundary conditions are satisfied 
exactly in the latter methods. This will now be proven. 

Assume bases which are flexible enough to be able to 
satisfy the appropriate boundary conditions. Then, 
without loss of generality, assume that Eq. (68) holds, 
and divide the bases into two classes, iJ. and v, as done 
in Sec. IIIB. Now consider Eq. (61), the stationary G of 
the first algebraic method. Perform the matrix inver­
sion indicated in Eq. (61), by blocks, using the four 
identities of the forms 

(B-l )"" = (B"" - B"v[Bvv]-lBv,,)-l, 

(B-l ),," = _ (B-1)wB"" (B".,)-l, 
(81) 

which are valid for nonsingular block-divided B, and 
using the general relation 

which is valid for any nonsingular M if I\. is large enough 
in absolute value. Then, expand the right-hand side of 
Eq. (61) in decreasing powers of 1\.. The result is 

(83) 

In the limit of infinite 1\., the above becomes identical to 
the result, Eq. (72), of the class two treatment. The 
collision matrices will therefore become identical, also, 
which is what we intended to prove. 
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Three interesting special cases examined in this paper 
can be distinguished according to the values adopted for 
the ~T!" Thus, the general expressions for methods of 
the first kind, (61), (62), or (63), include the following: 
(i) the basic equation of the Lane and Robson calculable 
theory,41 if ~ = 0, (ii) the class two methods, if ~ is non­
singular and goes uniformly to infinity, and (iii) the a­
independent methods, if ~ satisfies Eq. (39). 

5. The PII 

The scalar constant P ll was introduced as an arbitrary 
parameter in Eq. (4), and appears in the general func­
tional, Eq. (21), inA = (l-PllVl(b*) + PuA(b). The best 
value for P ll is undoubtedly i, as this gives the most 
symmetric_theory. In this case, if the be are real, the 
operator A is Hermitian. 

If one or both trial wavefunctions have only two-body 
components on the boundary, it follows from Eq. (54b) 
that the matrix elements of A are independent of P ll , 

and ;r may be replaced by A . 

IV. SUMMARY AND CONCLUSIONS 

A new functional for the variational calculation of 
chemical and nuclear reaction cross sections has been 
derived. It is the most general stationary functional of 
the bilinear form, Eq. (4), which form was chosen to 
permit matrix solutions, and, thus, it may well be the 
most general suitable variational functional for scatter­
ing below the three-body threshold. The existence and 
uniqueness of the solutions was proved. 

The derivation assumes the same division of configu­
ration space as made in the R-matrix theory. 34,44 The 
interaction region, in which all the particles are near 
each other, is enclosed by a surface S. The dimensions 
of S are large enough that, outside of it, only two-body 
channels are significant. The emphasis is placed on 
approximating wavefunctions inside S, and, especially, 
on relating the value of the exact phySical wavefunction 
on S to its gradient on S, by a stationary formula. Once 
relations between those quantities are calculated, it is 
a relatively simple matter to obtain asymptotic ampli­
tudes of wavefunctions, and, hence, the scattering 
matrix. 

Three points should be made, having to do with the 
lack of restrictions on trial wavefunctions. First, trial 
functions are defined inside and on S, only, so their 
asymptotic behavior is not important. Second, the trial 
functions do not need to be multichannel expansions, as 
no such form is ever assumed inside S. Third, although 
the exact wavefunctions have, by assumption, no three­
body channel components on S, the same need not 
necessarily be true of trial functions. Leaving aside 
the problem of motion of the center of mass, the latter 
point means that the theory accomodates trial functions 
of the shell model type. 

From the general functional were derived stationary 
expressions for the R matrix and the generalized colli­
sion matrix X. The latter may be specialized to the 
reactance matrix or the scattering matrix. 

For those situations where it is not desirable to divide 
the configuration space, the general variational func-
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tional for X was specialized to a form, called the a-in­
dependent functional, which has no dependence on the 
radii of S. In using this functional, the surface S may be 
moved out to infinity, where it effectively disappears 
from the theory. 

It was shown how the general functional specializes 
to a number of stationary expressions which have pre­
viously been studied: Kohn's tan7) , 29 the inverse Kohn 
cot7) , 4 Kato's cot(7) - 8),45 our S matrix,6 Kohn's S 
matrix,29 and Lane and Robson's functional. 46 

Several algebraic methods were derived from the 
general functional, by considering each trial function to 
be expanded in terms of suitable known functions which 
are defined inside and on S, and making the functionals 
stationary with respect to variation of the expansion 
coefficients. Four classes of methods were considered, 
In the first, the trial functions are not restricted with 
respect to boundary conditions on S. The basic equation 
of the calculable theories of Lane and Robson41 is in­
cluded among the methods which were derived of this 
kind. In the second kind of method, the trial functions 
are restricted by the same inhomogenous boundary con­
ditions on S that the exact wavefunctions satisfy. Various 
algebraic results of the Kohn type are derivable from 
the general functional in this way. In the third kind of 
method, the basis functions are made to satisfy homo­
genous boundary conditions on S. When, in addition, 
the basis functions are eigenfunctions of the Hamiltonian, 
the variational result becomes identical to the funda­
mental R-matrix relation. In the fourth class are 
methods which use other criteria for the expansion 
coefficients. 

If they begin with the same primitive basis set, the 
above methods make the general functional stationary 
with respect to variations in progressively more 
restricted function spaces as one passes from class one 
to two to three. A priori, computed cross sections 
should similarly get worse in the same progression. In­
deed, it is fairly well established that Lane and Robson's 
calculable theory (class one) converges faster than the 
Wigner-Eisenbud R-matrix method (class three). 53,62 
However, the class one and two methods must often give 
results of similar accuracy. This is because the bound­
ary conditions on the <p;Il) in class two are the correct 
ones (in contrast to class three), and imposing them 
removes only one degree of freedom per channel from 
the permitted variations, which mayor may not be 
serious. 

One situation where a class one procedure would be 
expected to excel over class two is when the basis func­
tions project into many two-body channels which them­
selves are of little importance in the scattering problem. 
In class one, these channels merely contribute terms to 
the functional, through L, wher eas, in class two, the 
number of basis functions is effectively reduced by one 
per each of these channelS. This suggests that a class 
two method requires (at least in this case) a significantly 
larger basiS set to give the same accuracy as a class 
one calculation. 

In making the above comparison between class one 
and class two, we have implicitly assumed that the ~rs 
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are zero or small. As shown in Sec. IIIE4, there is no 
distinction between the two classes when ~r. are very 
large. Therefore, the argument implies that zero or 
small values of the ~r. are to be preferred. Another 
advantage of class one methods with the ~rs = 0 is that 
they yield cross section values which are independent 
of the values assigned to the be (Sec. IIIE3). 

Choosing a variational method has been shown to re­
duce to the selection of (i) values for the parameters 
of the general functional, and (ii) trial wavefunctions. 
A number of alternate choices have been examined in 
this work, and the superiority of some has been argued. 
We hope that these results will facilitate practical cal­
culations, and also lead to further advances in approxi­
mate scattering theory. 
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APPENDIX A 

This appendix concerns linear boundary conditions in 
general, and the existence and uniqueness of solutions 
of the time-independent Schrodinger equation with bound­
ary conditions. We consider only these solutions having 
no amplitude in many-body channels on S. The existence 
of solutions satisfying the latter restriction is a basic 
assumption of this wor k. 

The Schrodinger equation in an n-channel problem is 
equivalent to n homogenous independent linear relations, 
Eq. (27), between the u~. and the U e• defined as in Eqs. 
(3c) and (3d). Since there are 2n of these quantities, the 
most general set of linear boundary conditions one might 
consider would contain precisely n (= 2n - n) independent 
linear relations between them. The Schrodinger equa­
tion and the boundary conditions together are therefore 
formally equivalent to the matrix equation 

Bx=y, (AI) 

in which B is square, of order 2n, x is a column vector 
of both the u~. and the uce ' and y is a column vector of 
constants. Let B be arranged such that the top and 
bottom halves correspond to the Schrodinger equation 
and the homogenous part of the boundary conditions, 
respectively. Then, the top half of y is zero, while the 
bottom half of y consists of the inhomogenous part, if 
any, of the boundary conditions. 

If the boundary conditions are independent of energy, 
B is singular at isolated energies Ex only. (These 
energies are analogous to the level energies of R-matrix 
theory. ) This is also true, for all practical purposes, 
when the boundary conditions are energy dependent 
(assuming, as the usual case, that their values are 
assigned before any solutions of the Schrodinger equation 
are in hand), since (i) the n rows of B within each half of 
B are linearly independent, and (ii) the top half of B is 
not known until the Schrodinger equation is solved. 

It follows that, at all energies except the discrete Ex, 
the Schrodinger equation and the boundary conditions 
together have a unique solution. However, if y = 0, the 
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solution is the trivial one X= O. Therefore, for a non­
trivial solution to exist, the boundary conditions must 
be inhomogenous (meaning that an inhomogenous term 
must appear in at least one channel). 

At energies Ex, the solutions of Eq. (At) are not 
unique. 

APPENDIX B 

The boundary conditions assumed in the main body of 
this work, Eq. (10), are such that the u~~)' can be cal­
culated from the u~~) and ?;~u). In this appendix, the 
general functional, Eq. (4), will be specialized to a 
different set of boundary conditions, in which the values 
of the uc(:) are specified. In terms of column vectors, 
these conditions are 

u!U)=?;(U). (Bl) 

As discussed in SeC. II, each of Eqs. (7) must be 
identical to the product of a square matrix and a bound­
ary condition equation, Eq. (85) in this case. Thus, 
from Eq. (7a) we must put 

(B2a) 

and 

(B2b) 

Similar reasoning applied to the rest of Eq. (7) produces 

P
6 

= - Pst(2), 

P 7= _?;(l)t(1f2/2m), 

P 2 = P lo (1f2 12m), 

Ps= - t ll )tp5 • 

In addition, we substitute the symbol ~ for P 5 

P s =;, 
and assign the following to P g : 

P g = t(l)t~t(2). 

As before, we have used 

(B2c) 

(B2d) 

(B2e) 

(B2f) 

(B2g) 

(B2h) 

(B2i) 

(B2j) 

With the above parameters, the general form of G, 
Eq. (4) becomes 

G' =u;l)t'(1f2/2m)([1 _ P
U

]U;2) - t (2 » + (Pllu;l)t - 1;11)t) 

x (1f2 /2m)u;2)/ + (u;l)t _ t(l )t);(U~2) _ 1:(2» 

-<I/J~l)[(l-Pll)H+PllHt -EN~2». (B3) 

When the exact wavefunctions are used as arguments, 
the above reduces to its stationary value, which is 

G'[I/J!l), 1/J!2)] = - puu!l)t'(1f2/2m)t(2) - (1 - P ll )t(l)t 

x (1f2/2m)u!2)'. (B4) 

Since the terms multiplying (1 - pu) and P u are equal 
(for exact wavefunctions, as shown in Appendix C), an 
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equivalent result is 

G'[1Ji!l) , 1Ji!2)] = _ l;{llt(1f2/2m)u!2)'. (B5) 

To use the functional, we write (using the stationary 
property) 

1;(1 )t(1f2/2m)u!2)'= - G'[ W), 1Ji!2)] + O(t.1Ji (ll x t.l/i(2») (B6) 

and drop the unknown (but second order) error term. 
Since the parameters ?;~I) may be assigned any values, 
we have here an approximate method for calculating any 
one of the u!2)' c. . 

Methods for calculating the various collision matrices 
may be developed from Eqs. (Bl), (B3), and (B6), in a 
similar manner as in the main body of the paper. How­
ever, the present functional, Eq. (B3) and the earlier 
one, Eq. (15) or (21), are not interchangeable, as one 
is proportional to the u~~)', and the other, to the u~~). 

It is interesting to note that if boundary conditions of 
the form of Eq. (B1) are used in G for one of the wave­
functions, the same form automatically applies to the 
other wavefunction, also. For example suppose Eq. (B1) 
is applied to Eq. (7) for l/i!2). Then PI=O, and P4 =PU 
x (1f2/2m). Then, Eq. (7c) becomes 

(B7) 

Rosenberg and Spruch22 have proved that a class two 
variational calculation using the boundary condition (B1) 
yields a lower bound on the absolute phase shift, for 
scattering from a structureless center of force. 

APPENDIX C 

In this appendix are derived the necessary and suffi­
cient conditions for the general functional, as given in 
Eq. (15), to be stationary. Also derived are the station­
ary form of G, and the second order error term in G. 

The trial wave functions 1Ji~1) and l/i~2) may be written 
in the form 

l/i:I')=~/I')+ X{I')t./ IL ), (CI) 

where the i\ (I') are constants, and ~ (I') and t. (,,) are 
continuous functions, locally square integrable, and well 
enough behaved that the integrals appearing below all 
exist. Since G is bilinear in 1JilI )* and l/i!2), it follows that 
its dependence on X(I) and i\(2) is 

G[ I,W), 1/':2)J = Go + G1i\ (1)* + Gii\ (2) + G
2
i\/I)* Xl:!). (C2) 

We seek the conditions on 41 0 ), 4>(2), ,\(I), and ;\(2), 
under which 

(o:(~)*) ~(2) = CJ~~J ~ (1):::: ° for all 

These derivatives are given by 

( 
oG \ (2) 

ax (I)*) ~ (2);::: G1 + G2'\ 

and 

(C4a) 

(C4b) 

Now, of the different functions in Eq. (C1), G1 depends 
only on t. (1) and 41 (2), G~ depends only on t. (2) and .p (l) , 

while G2 depends only on t. (1) and t. (2). Therefore, Eq. 
(C3) is satisfied if and only if both 
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(C5a) 

and 

(C5b) 

We now find the necessary and sufficient conditions on 
the .p(I') for Eq. (C5b) to be true. 

Expand the functions 41(") and t.(,,) in a neighborhood 
of 5 as a sum of two-body terms and a remainder, 

(C6a) 

(C6b) 

where (2 is a projection operator, defined such that (2 f 
and gradn«(2f) for any function! are orthogonal (in a 
surface integration 5) to all the two-body channels. 
Define surface quantities 

U IIL ) = (c I r.p 11'» 
crb C 0c 

(C7a) 

and 

(C7b) 

and similar quantities u~~) and u~~)', with t. replacing 4>. 

Next, expand the terms in G, Eq. (15), which contain 
integrals over H - E, using Green's theorem twice: 

- (1 - Pll )(1Ji!l) I (H - E)1Ji!2» - PH «H - E),W) 1l/i!2» 

= - (1 - Pll)(.p/I) I (H - E)~ (2»- Pu «H - E).p(l) 1.p(2» 

+ x(1)*[ _( ~(I)I (H_E).p12» + p u!/1f2r;./2m,,) 
x (4) (2)grad

n
t.II )* - t. Il)*gradn.p (2»dw J 

+ X(2)[ - «H -E)~ II) I t. (2 » + (1 - PU) fsWr;./ 2m,,) 
x (<I> (1)* gradnt. (2) _ t.(2)gr ad.4> (1)* )dW] 

+ ,\(1)* ,\(2)[ _ (1 _ PH )(~ (I) J (H _ E)~12» 

-PIl«H-E)t./I)1~12»], (Ca) 

where the integral with respect to w goes over all of 5 
(dw=r;.2dS). USing Eqs. (C6) and (C7), the first surface 
integral which appears in the last equation is 

EW/2m )(U 11 )*'U IZ ) _U(1)*U I2 ),) 
c c.6. c<P cA clb 

c 
+ f (1f2/2m,,)[«(2.p12»grad.t.(1)*- ~(I)*gradn«(2.p(Z»]dw. 

s 
It now becomes a simple matter to write out the dif­

ferent terms in G. Thus, grouping the terms which are 
proportional to X (1)*, but not to AIZ

), we find 

G1 = {u~ )t, ~ - U~llt[1f2 /2m + €(2m/1f2)~]} 

x [U~2)' - (2m/1f2)eu~2) - b(2)] 

+ Pll~ (1f2/2m,,)[ «(2<1> (2»grad
n
t. (1)* _ ~ (1)* 

X gradn «(241 (2»]dw - < ~ II) I (H - E)ip (2». (C9) 

The three terms above depend on different aspects of 
t.<I); L e., the two-body part on 5, the many-body part 
on 5, and the fUnction inside 5, in that order. Clearly, 
for G1 to be zero for all well-behaved t.{l), each of the 
three terms must be identically zero. In the first term, 
note that there is no combination of ~ and e which makes 
the first factor identically zero. Therefore, we have 

(C10) 
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From the second term we have either 

Q<l> (2) = gradn(Q<l> (2») = 0 on 5 

or 

P u =0, 

while, from the third term, 

(H-E)<l>12)=0. 

Similar work with G; produces: 

U~l)tl _ u~l)t€2m/n2 _ 1:'(1)t = 0; 

either 

or 

Pu=l; 

and 

(Clla) 

(Cllb) 

(CI2) 

(CI3) 

(CI4a) 

(C14b) 

(C15) 

Thus, it has been proven that Eqs. (C5a), (CIO)-(CI5) 
are, together, necessary and sufficient for Eq. (C3) to 
hold. This means that G[</J:1), </J:2)], Eq. (15), is station­
ary with respect to all continuous variations of </J:1) and 
</J:2) if and only if these functions satisfy the Schrodinger 
equation and the boundary conditions, Eqs. (CIO) and 
(CI3), and have no many-body components on 5, except 
that the latter condition is absent with respect to </J:l) or 
w: 2

) if Pu is one or zero, respectively. The existence 
and uniqueness of such wavefunctions is proven in 
Appendix A. 

The stationary value of G, obtained by using the exact 
wavefunctions, </J!l) and </J~2\ which satisfy the above 
conditions, in either G or Go, is 

G[ </J!l) , </J~2)l = PUU!l )t(lz2 /2m)1:(2) + (1 - P u )1:'(1)t 

x(1i2/2m)u~2>, (C16) 

which can be simplified as follows. From Green's 
theorem comes the relation 

«(H - E)</J~l) I </J~2» - ( </J~l) I (H - E)</J!2» 

= _ U~l )t / (1z2 /2m)u!2l + u!! )t(1i2/2m)u!2)1 (C17) 

(for which it is only necessary to assume that one of the 
wavefunctions has no many-body components on 5). 
Using the boundary conditions, Eqs. (CIO) and (CI3), to 
eliminate the primed quantities in the right-hand side 
and seeing that the left-hand side is zero by the Schro­
dinger equation, we find 

U~l)t(1i2 /2m)1:'(2) = 1:(1 )t(1i2 /2m)u!2). 

[This result may also be derived from Eq. (53).] 
Therefore, 

(CI8) 

G[</J!l), </J~2)] = u~1)t(1i2/2m)1:'(2) = tUlt(1i2 /2m)u!2). (C19) 

Since the trial functions may always be written in the 
form 

(C20) 

in which ~(l) and ~(2) are ordinarily unknown, Gis, 
formally, 

G[ </Ji l ) , </Ji 2)] = G[</J!!), </J!2)] + A (1 l* A(2 )G
2

[ ~ (1), ~ (2)],(C21) 
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so, the error term in G is second order and proportional 
to G2 • For possible future reference, 

G2 = - P u {«(H - E)~ (I) I ~ (2» + (U~l)tl - u~1lt€2m/1i2) 

x (Ii2/2m)u~2)} - (1 - P
ll

){ (~(J) I (H _ E)~12» 

+ u~l)t/(1i2/2m)[u~2)1 _ (2m/1i2)€u~2)]} 

+ (u~1lt 1 _u~1lt€2m/1i2)~(u~2)1_ (2m/1i2)€u~l).(C22) 

APPENDIX D 

In this appendix, we show that Eq. (67) is derivable 
from a matrix approximation due to Schwartz. 

Any eigenfunction I </J) of H - E satisfies 

(Dl) 

and so 

(D2) 

(which, incidentally, demonstrates that H + L - E is the 
inverse of a Green's function35

,65,66). When expanded in 
two finite basis sets67 which are separately orthonormal 
over the inside of 5, the latter equation becomes35 

(D3) 

To avoid a difficult calculation, replace in the above 
equation the matrix of the inverse of A by the inverse 
of the (finite rank) matrix of A. This is an example of 
a more general matrix approximation which Schwartz68 

has shown to have errors of second order, only, under 
certain conditions. The result is 

1</J)",6Ix~2»(A-l). (x(J)ILq!). (D4) 
ij' ,1 1 

Since W contains, on 5, two-body components only, it 
follows from Eq. (53) that A may be replaced by;r in 
Eq. (DI), and, therefore, in Eq. (D4), which then be­
comes Eq. (67), when evaluated on S. 

The right-hand side of the last equation is easily seen 
to be invariant with respect to nonsingular linear trans­
formations of the bases, so the restriction of orthonor­
mality may be removed. 
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Invariants for the time-dependent harmonic oscillator*' 
Jack W. Macki 
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(Received 29 November 1976) 

Lewis showed that in the case p( t)=I. h = I. 

I(t) = (1!2) { p 2(t)[p(t)y·(t) - y(t)p'(t)J2+ h 2y 2(t)/p2(t)l 

is constant in time if yet) solves (p(t)y')'+ q(t)y =0. and pet) solves p(t)p3(t)L[p] = h 2 (h 

constant). Recently. Eliezer and Gray showed that I( t) = const is just the conservation of angular 
momentum in an appropriate physical interpretation. We show. using a change of variable technique. that 
I ( t) = const reduces to sin29 + cos29 = I. We discuss uniqueness and extendability of solutions to the above 
equation in p. 

In this paper we investigate the relation between the 
differential equations 

p(t)p3(t)L[p) = hZ, 

L[y) = [P(t)y' J' + q(th' = 0, 

and the invariant 

I(t) = t{pZ(t) [p(t)y' (t) - y(t)p' (t»)2 

+ I1z.\,z(I)/ pZ(t)}. 

Here and throughout, h is constant, and we assume 

(1) 

(2) 

p(t) > ° with both p and q continuous on some given t­
interval J. For the case p(t) = 1, h = 1, Lewis1 (cf. also 
Lewis and RiesenfeldZ

) discovered that l(t) is constant 
whenever p, y solve (1) and (2), respectively, thus each 
solution p of (1) generates an invariant for the motion 
of the corresponding adiabatic oscillator. For .-he case 
p(t) = 1, Eliezer and Gray3 gave a kinematic interpreta­
tion of this relationship, and extensions of their work 
are given in recent papers of Leach4 and Gunther and 
Leach. 5 

We shall show that the relationship between (1), (2) 
and I(t) can be interpreted in terms of a change of vari­
ables technique described in a paper by the author. 6 

This point of view allows us to present another invari­
ant for the adiabatic oscillator (d. Theorem 4). We 
also discuss uniqueness and extend ability of real-valued 
solutions of (1) (for a discussion of complex-valued 
solutions, see Lewis'), and relate this to the discon­
jugacy of the operator L. L is disconjugate on J if and 
only if each solution of (2) has at most one zero on J. 

As is well known, 6 if we define 

s=fy(~)d~, u(s)=y(t)/{3(t) (aEJ, tEJ), (3) 

with y(t) > 0, (3(t) > 0, YE C(J), (3 E CZ(J), then y(t) solves 
(2) on Jif and only if u(s) defined by (3) solves 

d~ ~(t){3Z(t)P(t) ~~) +{/'3(t)L[{3J!y(t)}u(s) = 0, 

on the corresponding s- intervaL If for a given (3, we 
define y(t) = l/{3Zp, then the equation for u(s) is (dZulds Z) 
+ p{33 L[{3]u(s) = 0. Note that p{33 L[{3] is based entirely on 
functions given originally as functions of t =f(s), and 
that the coefficient of u(s) is just the left side of (1). 

Theorem 1 (Lewis): If p(t) solves (1) and y(t) solves 
(2), then I(t) is a constant for t E J. 

Proof: We use the change of variable (3) with (3 = p(t), 
y= 1/ppz, which maps Eq .. (2) into the equation dZu/ds z 
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+ hZu = 0; the general solution of the latter is u(s) 

=A sin(hs + B). Since p(t)pZ(t) ds =dt, it is easy to see 
that 

l(t) =.! ~z (d(PU) p _ pu dP) Z + hZpzuz / pzl 
2 ~ dt dt J 

=~ ~Zp4(~~r + hZU
Z
] =~ [(~~r + hV] 

QED 

Lewis also pointed out that if 1'1, Yz solve (2) with 
Wronskian %>1, yz) = c/p(t), c constant, then the gen­
eral solution of 

p(t)p3 L[p] = A 

is 

(4) 

(5) 

where A, B, C are constants. This fact was also pointed 
out earlier by Pinney8 [they treat only the case p(t) = 1, 
but the extension is immediate]. Of course, this solu­
tion may take on complex values. 

The case A = ° is uninteresting, since in this case 
p solves (1) if and only if p solves (2) on J. This can 
be argued as follows. Suppose p(t) E CZ(J) solves (4) with 
A=O, and assume that L[p);tO at some point toEJ. 
Then L[p];t 0 in a neighborhood of to (a one-sided neigh­
borhood if to is an endpoint), and we must have p(t) =0 
on this neighborhood, in order that (1) be satisfied. But 
then p' and pI! are identically zero on the (relative) in­
terior of this neighborhood (including to as well), which 
implies L[p]=O at to. Thus L[p];tO at to leads to a 
contradiction. 

If A;t 0, then for each toE J and any real initial condi­
tions p(to) =a, p' (to) =b, a unique real solution of the 
corresponding initial value problem for (4) exists on 
some interval containing to. For Po;t 0, this follows 
immediately from the standard existence theory for 
ordinary differential equations, writing (4) as L[p] 
= A/p(t)p3 (t) and noting that the right side satisfies a 
Lipschitz condition at (to, Po). When Po = 0, we must 
have A = 0, and the preceding paragraph applies. 

Lemma: There exists a local real-valued solution of 
any initial value problem for (4), for any real A. This 
solution is extendable as long as p(t) ;t 0. 

All but the extendability assertion has been proved in 
the preceding discussion. To settle the extendability 
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question, let p(t) be a local solution of (1), existing and 
nonzero in a neighborhood of toEJ. Now choose the 
(arbitrary) independent solutions Y1 (t), Y2(t) of (2) that 
occur in (5) so that the function p(t) defined by (5) satis­
fies p(to) =p(tu), p'(to) =p'(to) (an easy computation shows 
that this is always possible). Then by uniqueness, p(f) 
=p(t) on their common interval of existence. Clearly 
pit) must extend to J if p(f) does. The only way that 
p(t) could fail to extend would be for the quadratic form 
under the radical in (5), Q(t) =Ay~ + 2BY1Y2 + Cy~, to 
become negative. But j5(t) is never zero, 
hence p(t) = p(t) never vanishes, hence 
they both extendo On the other hand, if P(t1) == ° for some 
t1 E J, then of course Q(t1) = 0. Then pit) (hence j5) can­
not be extended beyond f1> because Q(t) changes sign 
when it vanishes. Suppose (say) that Y1 (t1) '* 0, then 
Q(t) = yWHA + 2Bx(t) + CXZ(t)] near t1, where x(t) = Y2(t) / 

Y1(t). Now x'(t) = W(V1> Y2)/Vf'* 0, and since BZ_AC '* ° 
[from (5)], the form A + 2Bx + Cxz = R(x) changes sign 
as x increases (or decreases) through the zero Xl 
== X(t1) 0 Thus Q(t) changes sign at t1. 

An example of the extendability problem for (4) is 
given by the equation L[y]=y" +Y=O on [0,00), with 
solutions Y1 (t) = cost, Y2(t) == sint. If A = - 1 in (4), then 
the form (5) is just A cos2t + 2B cost sint + C sint, with 
B2_AC=1. A particular case is A=l, C=-l, B=O, 
which gives pit) = [cos2t]1 /2, valid on (for example) 
[0, 7T / 4). One can continue p(t) as [I cos2t 1]1 /2, but it is 
nondifferentiable at odd multiples of 7T/4, so it is not 
a solution of (4) on J = [0,00). Note that if we use f3 =p 
= [I cos2t 1]1/2 in the change of variable (3), then s 
== fot(1/p2) d~ so the I-interval [0, 7T/4) maps into the s­
interval [0, 00). 

The reason for this extendability problem for (4) can 
be indicated by examining the above example more 
closely. In that example, we had (*) u(s) == p(t)y(t), 
where y(t) solved y" +),=0 and u(s) solved d2u/ds2 

- u(s) = 0. Thus y(t) vanished infinitely often on [0,00), 
while u(s) could vanish at most once, so (*) could make 
sense at only one (at most) zero of y(t) [p(t) cannot 
vanish for A'* 0]. The extendability problem for (4) is 
of interest because of the following result. 

Theorem 2: Equation (2), t E J, can be reduced by a 
change of variable of the form (3) to the equation d2u/ 
ds2 + AU(S) = 0, with A constant, if and only if there ex­
ists a positive solution pit) of (4) that extends to J. 

Proof: If pit) >- ° solves (4) on J, then we use (3) with 
f3=p, r=1/pp2, and the conclusion followso 

If the equation L[y 1 = ° is mapped into d 2u/ ds 2 + Au 
= ° for t E J by the change of variable (3), then yf32p '" 1, 
which implies f3(t) '* ° on J [without loss of generality 
f3(t) '> ° on J]. Finally p(t)f33 L[f3] = A for t E J, so f3(t) is 
the desired solution of (4). 

Before stating a theorem that partially resolves the 
extend ability problem, we need some preparatory re­
marks and a lemma. Note that if p+(t), p.(t) solve, re­
spectively, (4) with A=+l, A=-l, thenp(f)=hp+(t), 
p(t) = hpjt) (h constant), respectively, solve (4) with 
A = + h4, A = - h4. Therefore, we need only discuss (4) 
with A ==± 1, which we label (4+), (4-), respectively. 
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Lemma: The general solution of (2) may be written 

y(f)=K[P(t)ct(t)]-1/2 s in[a(t) + ao], tEJ, (6) 

where K and a o are constants, a(t) = arg(Y1 + iY2) for 
any (fixed) linearly independent solutions Y1 (t), Y2(t) of 
(p, q)(t) satisfying W(vt. Y2) > 0. Furthermore, a E C3(J) , 

a'it) > ° on J. 

Proof: According to Boruvka, 9 the general solution 
of any equation of the form d2w/ds 2 + Q(s) W(s) = 0 on an 
interval';) is w(s) =K[da/ds ]-1/2 sin[a(s) + ao], with K, 

ao constants, a(s) =arg(u +iv) where u(s), vis) solve 
this same equation with W(u, v) > ° on 'j; also a(s) 
EC3(j), da/ds>Oon'j. 

We now choose any fixed pOSitive differentiable f3(t), 
t E J, and define y(t) = 1/p(32, thus transforming (2) into 
a new equation of the form given above. By the above 
quoted result from Boruvka, the general solution of (2) 
is 

y (f) = (3(t)u(s) = f3(t)K[da/ ds ]-1/2 sin[a(s) + au], 

where a(s) = arctan(v(s)/u(s») = arctan(Y2(t)/Y1 (t»), and 
Y1 (t) = f3(t)u(s), Y2(t) = f3(t)v(s) are linearly independent 
solutions of (2) with W(Yl> Y2) = f32W(u, v) > 0. If we define 
a(t) =a(s) =arctan(Y1(t)/Y2(t)), and use the fact that ds 
= (l/f32p) dl, we have 

d W(Y1> Y2) W(u, v) 1 da 
dt yf + y~ p2(u2 + v2) =p ds' 

which yields the desired result (6) 0 The fact that a(l) 
is C3 follows in a straightforward manner from the fact 
that a(s) is C3

• 

Theorem 3: (a) Every solution of (4+) extends to J. 

(b) If all real-valued solutions of (4-) extend to J, 
then (2) is disconjugate on J O

, the interior of J. 

Proof: (a) We first establish a subset of solutions of 
(4+), each of which extends to all of J. We will then 
show that every solution of (4+) lies in this subset. Let 
Y1 (t), Y2(t) be any independent solutions of (2) [defined on 
all of J, since (2) is linear]. We define 

a(t) = arg(Y1 + iY2), f3(t) = [Pit) da/dt]-l /2, 

s=ft~(l/Pf32)d~=a(t)- a(to) for some toEJ. 

Applying the change of variables (3) we see from the 
lemma above that u(s) = y(t)/f3(t) =K sin(s + so), and this 
family solves d2u/ds2 +p(t)(33(t)L[f3]u(s) =0. This two­
parameter family corresponds uniquely to the second 
order linear equation d2u/ ds2 + u(s) = 0, therefore, 
p(t)f33L[f3] = 1 on J, that is f3(t) is an extendable solution 
of (4+). 

Now suppose that pit) is any (local) solution of (4+), 
existing in some neighbor hood of a point toE J 0 It is 
easy to show, as mentioned before, that we can choose 
solutions Yi, Ya of (2) in such a way tby specifying Y1 (to), 
y1(tO)'Y2(tO),y~(to)] that f3(t) as defined in the paragraph 
above satisfies f3(to) = p(to), f3 ' (to) = p' (to)' By uniqueness, 
f3(f) '" pit) on their common interval of existence. But a 
real solution p(t) of (4+) can fail to extend only by 
having p(t) vanish. This would make f3(t) vanish, a 
contradictiono 
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(b) We prove the contrapositive. Suppose (2) is not 
disconjugate on.F'. Then there is a solution yo(t) with 
two consecutive zeros tl < t2 in JO. Now YoU) can be 
written in the form (6), and since YO(tl) =YO(t2) =0, we 
have a(t2 ) - a(tl) = 7T [recall a' (t) > 0]. Now suppose 
p(t) solves (4-) near tl , with P(tl) > 0. The change of 
variable (3), with y(t) =p(t)u(s), s = Jt~ (1Ipp2) d~ re­
duces (2) to d2ulds2 - u(s)::::: ° near tl' Since YO(tl) = 0, 
and p(tl ) > 0, the corresponding function uo(s) must 
satisfy uo(O) ::::: 0, so uo(s) =A sinhs. Since uo(s) never 
vanishes again, yet yo(t2)::::: 0, we conclude that p(t) must 
approach zero as t t t2, so p(t) does not extend to J. 

Theorem 4: Let p(t) > 0, q(t) be continuous for t E: J, 
and suppose that p(t) solves p(t)p3 L[p] = - k2 on J. Then 
the function 

H(t) =H<k2y2Ip2) _ p2(py' _ yp')2] 

is constant in time for each solution y(t) of (2). 

The proof is an exact analog of Theorem 2, using the 
identity cosh2Z - sinh2Z::::: 1 in place of sin2 e + cos2 e::::: 1. 
Note that Theorem 4 is the same as the invariant of 
Lewis with k :::::ih. 

Finally, we remark that Theorem 3(b) has a partial 
converse: If (2) is disconjugate on J, then there exists 
a solution of (1) that extends to the interior of J. To 
prove this, we let yo(t) be a solution on J, positive on 
the interior of J (such a solution exists for any dis­
conjugate equation), If p is any local solution of (4-), 
then we can use (3 =p in the change of variable (3) to 
transform (2) into d2ulds 2 - u(s) = 0, and the corre­
spondence between solutions of (2) and (1) is y(t) 
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=p(t)u{sL In particular, using yo(t) in this relation, we 
see that p(t) can never vanish on the interior of J, and 
p is thus extendable to the interior. There are a great 
many concrete criteria for dis conjugacy, and if one of 
these is satisfied, then Theorem 4 applies. 
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Localized solutions of a nonlinear electromagnetic field* 
Luis Vazquezt 

Department of Mathematics, Brown University, Providence, Rhode Island 02912 
(Received 16 June 1976) 

The electronlike localized solutions, for a nonlinear electromagnetic field obtained from the Bom-Infeld 
Lagrangian, are studied. 

I. INTRODUCTION 

About sixty years ago Mie1 studied a nonlinear 
electromagnetic field in order to explain the structure 
of the charges with the very idea of the electromagnetic 
field. Thus they are regions of space-time where the 
field is very concentrated and the electromagnetic 
energy and momentum can be made finite. This attempt 
breaks down because Mie's field equations have the 
unacceptable property that their solutions depend on the 
absolute value of the potentials. Later Born and Infeld2 

proposed a nonlinear electromagnetic field, gauge in­
variant, postulating that there exists an absolute field 
b which is the natural unit for all field components and 
the upper limit of a purely electric field. In particular 
they studied the static and spherically symmetric solu­
tions without a magnetic field. 

We present in this paper the study of some solutions 
for the nonlinear electromagnetic field which is obtained 
using an expansion of the Born-Infeld Lagrangian. If 
we consider the two first terms in the expansion, for a 
suitable coupling constant, we find static localized 
solutions with a purely electric field. We mainly study 
the electronlike localized solutions corresponding to 
the first term in the above expansion. 

The localized solutions are without radiation, bounded 
in the whole space and such that the physical quanti­
ties-energy, charge, spin and magnetic moment­
associated with the field are finite. These quantities 
must be calculated as volume integrals of the corre­
sponding densities which, in general, depend on the 
fields and their first derivatives. Thus for the electron­
like solutions we demand that the potential AI' belongs to 
L 00 (JR3) and its first derivatives to L 2(JR3) and also it 
must be a function of class C2(JR3). For the static local­
ized solutions with a purely electric field we find it to 
lJe piecewise C2(JR3). 

In Sec. II we give the general description of the model 
while in Sec. III we study some properties of the elec­
tronlike localized solutions. In Sec. IV we present the 
numerical results, and its Significance is discussed in 
Sec. V. 

II. GENERAL DESCRIPTION OF THE MODEL 

where 

Fl'v= OvA" - 0I'Av' Fl'v=~El'v",aF"'a AI' = (AD,A), 

and b is a constant. 

(1) 
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Expanding L BI and considering the two first terms, 
we get, apart from a factor, the following Lagrangian: 

L = - tF"vPv + ({3/64)(F"J"V)2 + ({3/64){F "vpv-

- ({3/16)(F"vF"V)2}, (2) 

where {3 = 2/ b2
, 

A. Localized solutions with a purely electric field 

We consider in (2) the electrostatic case where the 
magnetic field is zero (F I'vFI'V = 0). Then the corre­
sponding field equation is 

oJ"v = ({3/ 8)o)(F",aF",a)F"v]. (3) 

We solve this equation for the case of central sym­
metry 

A" = (A(r), 0, 0, 0), (4) 

where F "'6F",a = - 2E; and Er = - dA! dr '" A'. Then (3) is 
simply 

A"+~A,=_~A'3 _~~(A'3). 
r 2 r 4 dr 

(5) 

We can obtain the same equation (5) if we substitute 
A", given by (4), in the Lagrangian (2), integrate over 
the angles, and make variations of the radial function 
A(r). This method was advocated by Finkelstein, et 
al. 3 and it will be used in Sec. liB. 

The electric induction is given by2,4 

D =~ = -(A' +~A'3) . 
rvEr 4 

(6) 

If we consider (3<O, then Dr =-A'[1-(I/3I/4)A,2J, and 
we can find a nontrivial localized solution for Eq. (5) 
in the following way: 

A' = (2E/vWI) 8(R - r), 

A J (2E/ v'Ti3i ) r, r"" R, 

((2E/{Ij3f)R, r>R, 

(7a) 

(7b) 

where E = ± 1, R is arbitrary, and 8 is the step function. 
A is a function of class CO and piecewise C2

• 

From Eqs. (6) and (7) we obtain Dr = ° and so the 
associated charge is Q = 0. 5 Following Born and Infeld, 
we can interpret the above solution corresponding to a 
static distribution of the space charge which is the 
source of the E field. It consists in taking divE = p (we 
use Heaviside-Lorentz rationalized units) as definition 
of charge denSity p. So from (7) and the second member 
of (5) we get 
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=!Pl(A'3 +!.~(A;3)\ 
p 2 r 2 dr ,}, 

(8) 

P=~(2 8(R - r) _ 13(r -R)) 
v'Wf r ' 

where 6 is the Dirac function. Thus in our localized 
solution we have a spherical distribution of charge such 
that the charge in the surface confines another equal 
charge with opposite sign, inside of the sphere. 

The energy-momentum tensor in the present case 
is TlJ.v =- - glJ.V L ; thus the energy associated with the 
solution (7) is 

E=--(41T13)(R3/1/31). (9) 

B. Electronlike localized solutions 

Considering in (2) the two first terms, we have the 
Lagrangian 

L =- - tF"JIJ.V + (/31 64)(F"vFII>V)2 . (10) 

The field equations are 

avFII>v = (/3/8)F""a.(FxRPR). (11) 

These equations admit no stationary solutions which are 
separable in spherical coordinates, when the system is 
at rest at the origin. So we have to make a multipole 
expansion and write down equations for each partial 
wave. It is, however, much simpler and equivalent to 
substitute a multipole approximation in the Lagrangian, 
integrate over the angles and make variations of the 
radial functions. 

Taking the first term in the expansion of A" corre­
sponding to an electronlike solution, 

A"=(A(r), - V(r) sin8 sincp, V(r)cos8coscp, 0), (12) 

we thus obtain 

L =- tA,2 - M(V,2 + 2(VV'1 r)) sin2 8 

+ (~I y)(1 + 3 cos2 8)] + /3(A,2V21 y) cos2 8, 

L=-JLd3r=21TJdr 

(13a) 

r 2[A,2 _ 2( v21 y) - ~(V,2 + 2 VV' 1 r) + ~/3A'2V2 1 r2], (13b) 

from which we get the radial equations 

dA -Q/41T 
dr = r2 + ~/3V2 ' (14a) 

.!!:.. (y dV)= V(2 _(dA)2) 
dr dr dr' 

(14b) 

where Q is a constant of integration and must be inter­
preted as a charge. Thus, if we compute it from the 
charge denSity given by (11) 

jO= (/31 8).Fovav (FXR FXR) , 

we obtain 

J ld3r=Q. (15a) 

Also we can use the electric induction Dr to obtain the 
charge 

Dr=:i =-~~/=-[AI+2/3A'(V2Iy)cos2e], 
r 

and, using (14a), we get 
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(15b) 

Using the following convenient changes in functions and 
variables 

A = ( \ Q \ 1 41T)1 12/3-1 1)4 , r = ( \ Q \ 1 41T)' 1 2/3 ' 14 p, 

V=(% I QI/41T)'/2/3-1 /4V, E= QI I QI, 
(16) 

we get 

dI/ -E 
dp = p2 + If2 ' (17a) 

d~02~~)= V(2 -(~:r). (17b) 

Equations (17) can be reduced to the equation 

d/ 2 dV) ( 1) dp f dp = V 2 - (p2 + 1f2)2 . (18) 

Thus in our approach the solutions are independent of 
the charge Q and coupling constant /3. For the localized 
solutions the regularity at the origin implies 

V(0)=±(2)-1 /4(dA) = -cf"2. 
dp p=O 

The energy-momentum tensor is 

T",$ = FP"'P + (/3/8)(F F"")F"'" P - cr",$L p t,.tv j.l b , 

and we get for the energy 

E = jTOod3r= t(11 (41T) \ Q \3 12/3_1 14 IE' 

IE = J: p2dp(A,2 + V,2 + 2 VV' / p + 3 /;1'2/ p2 + A ,21f2 / p2), 

and the energy density is positive. 

The definition of spin comes from the spin vector: 

5~= tEiJ~Tii , 

where 

Tii= Id3r(xiTJO _xiTiO). 

We find in our case 

5, =52 =0, 

2 Q2 
5=53=~ -Is, v 6 41T 

Is = J: p2A' (pV' + /;'ldp. 

The magnetic moment is given by 

m =H rXj d3r, 

where j, the current density, is 

.i~= (Pl8)F~"av(FXRFXR); 

(19) 

(20) 

(21 ) 

(22) 

and, using the field equations (14), we can also prove 

!Yi = 41T lim rV. 

The mean square charge radius for the charge density 
lis 
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(23) 

IR = Jo~ pA' V 2dp. 

If we fit the model to the physical constants of the elec­
tron' we have the following result: 

Q=-e, E=m,: 

from (20), 

{31/4= (e3/2/2v'41T m.)JE' 

and so we get s= (216)a Is, In = (16) a IEIMMB and, 
(r)1/2=(1/v'2) r,IE~' where a=e2/41T is the fine 
structure constant, ME is a Bohr magneton, and r, = a/ 
m. is the classical radius of electron. 

III. SOME ESTIMATES FOR ELECTRONLIKE 
SOLUTIONS 

From Eq, (17a) we have 

\A'(p)\ <s 1/p2 as p-oo, (24) 

and, since V2(0)=l/fi, then 1/'(p);:A'(lxllEL2(1R,3), 
Also we have A (p) = A (0) - J;[d (p2 + V2)] dp, where 
A(O)=f.fo~dp/(p2+ V2) and so AEL~(1R,3) but AriL2(JR3). 

On the other hand, we have reduced Eqs. (17) to Eq. 
(18), 

p2V" + 2pV' - 2V= - (p2: V2)2 '" - f(p, V), 

and for their localized solutions we have the following 
properties: 

Lemma 1: Any solution V(p) of Eq. (18), which is 
C2(JR3), L"'(JR3) and such that V 2(0)= 1/fi, satisfies: 

(1) The a priori bound 

where D is a constant depending on the 

\If(S,V)/sllL 1 (1R3 ) • 

Actually 

I V(p) \ = 0(1/ p2) as p - 00. 

(25) 

(26) 

(2) V(p) EO Hl(JR3
), where H1(:lFn is the Sobolev space of 

L 2 -functions whose generalized first-order derivatives 
belong to L 2. For a review of the Sobolev spaces and 
Sobolev inequalities, we refer the reader to Friedman. 6 

Proof: (1) The Green's function g(p,s) for the opera­
tor LV = p2 Vpp + 2pVp - 2 V can be written 

l-to/ p2)S for p'" s, 
g(p,s)= 

-tp(l/s2) for p£i; s; 

thus we have as p - co 

II! I < 1 f p s I VI p {'" IV Ids 
(p) - 3p2 0 (S2 + V2)2 ds + 3) p S2(S2 + V2jZ 

£i;~ {'" s I VI ds _ D, 
3p2} 0 (S2 + V2)2 - p2 

where D= (l/-I2iill!f(s, V)/Sf/L l(Jlh, which is finite by 
hypothesis. Now we can prove that I V(p) I =0(I/p2) as 
p - co because in the above expression we have 
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. pi'" IVlds l1m-3 2( 2 V2)2 =0, 
p~'" 0 s s + 

(2) By the above result we have V(p) = V( I xllE L2(R3) 
and also V(p) EO L 2 (0, co) looking at Vas a function in the 
variable p. 

Using the Green's function, we get 

, I 2 fP sl VI If'" IVlds 
\ V (p) £i; 3? 0 (S2 + V2f ds + 3' P S2(S2 + V2)2 

2 f'" s IVI / 3 <s 3p3 0 (S2+ V2?ds =2D p as p-oo (27) 

since V'(p) is bounded. In particular limp~oV'(p)< 00. 

Then we have V'(p)EL 2(R3
) and also V'(pkL2(0,00) and 

thus we prove V(plE H1(JR3). In particular V(p) E H1(0, 00) 
too. But by the Sobolev inequality in one dimension 
H1(0,oo)cL"'(0,00), which implies that V(p) is bounded, 
which is the hypothesis of the lemma. 

In the following we use the same argument considered 
by Strauss7 for a nonlinear elliptic equation. 

Lemma 2: Any localized solution V(p) of Eq. (18) 
satisfies the identity 

J~ 
Proof: We can regard V(p) satisfying 

Jo"'(- AV + F(p, V»(VV')p2dp= 0, 

where 

thus 

10'" ~'2+6G+P~~)p2dP=0, 
where 

G(p, V) = JoVF(P,u) du 

1 (V2 1 1 \. 
= p2 + 2' (p2 + V2)J 

On the other hand from Eq. (18) we get 

fo'" (p2 V
,
2 + 2 V2) dp = fa ~ (p2 ~~2) dp. 

Hence by (30) we find 

f
'" 21/2 _p2 
o (p2 + V2)2 dp = 0: 

(28) 

(29) 

(30) 

this condition implies there exist values of 1/ such that 
1/2(P) > p2/2, and we can see that is satisfied by the 
solutions obtained numerically (Figs, 1 and 2) because 
V2(O) = 1//2. 

IV. NUMERICAL RESULTS 

One solves Eq. (18) with boundary values such that 
A ~d p and 1/- M/ p2 as p - 00. On the other hand, these 
equations are invariant under the change V - - V and 
both solutions correspond to opposite magnetic moments. 
If we fit the solutions to negative charges we must 
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1 r. 

1/ 

-1 
Jl 

-2 

FIG. 1. The first lowest-order solution to (1S). A and /I are 
plotted against p. 

choose these such that E = - 1, Jl < 0, and the opposite 
for positive charges. 

Looking for solutions with negative charge, we have 
the following numerical results for the two lowest-order 
localized states: 

A(0)=-2.57930, V(0)=-I/(2)1/\ V'(0)=0.010465, 

A(0)=-3.5240, V(0)=I/(2)1/4, V'(0)=-0.017966. 

In Figs. 1, 2 A and V are plotted against p, having A 
o and 1 nodes respectively. In Table I we fit the ground 
state to the physical constants of the electron, as we 
indicated in Sec. lIB, also, we give the corresponding 
values for the first excited state. We can see that the 
spin and magnetic moment are of the order of fine 
structure constant o!, and their sizes are of the order 
of the classical radius of the electron reo From j3 we 
obtain b = 25.25 (Mev)\ whic h is less than the value 

TABLE I. 

Ground state First excited state 

Charge -e -e 

Mass 1ne 1.39 me 

Magnetic moment -1.21Ci/tB -1. 09 Ci/tB 

Spin 0.1SCi 0.04 Ci 

Radius 1.4Sre 1. 35 re 

{3 0.310 10-2 (Mev)-4 0.31·10-2 (Mev)-4 
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1 re 

-1 

-2 

-3 

FIG. 2. The second lowest-order solution to (IS). 

bB1 =2268.07 (Mev)2 obtained in Refs. 2. For the 
numerical integration we used Hamming's predictorcor­
rector method of fourth order with an interval D.p = 0.01. 

V. CONCLUSIONS 
We have obtained electron like solutions for a nonlinear 

electromagnetic field, numerically, and they are inde­
pendent of the charge Q and coupling constant {3 which 
appears in the Lagrangian obtained by expansion from 
the Born-Infeld Lagrangian. 

Although the electromagnetic field is too simple to 
be considered as a model of an electron, the values 
exhibited in the ground state suggest extending the 
model by introducing another field, like the Dirac field, 
in order to have a more realistic model. So, for in­
stance, with the spinor field we may expect a better 
value for the magnetic moment, and the value obtained 
here will be like an electromagnetic correction as that 
considered in Quantum Electrodynamics. 

On the other hand, we found localized solutions with 
a purely electric field, its energy negative, the total 
charge zero, but with a distribution of charge such that 
a charge in the surface of a sphere confines another 
equal charge with opposite sign inside of the sphere. 
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Pseudoparticle configurations in two-dimensional 
ferromagnets * 

G. Woot 

Lyman Laboratory of Physics, Harvard University, Cambridge, Massachusetts 02138 
(Received 20 January 1977) 

It is proved that all the finite energy solutions to the field equations of the two-dimensional Heisenberg 
ferromagnet theory are topologically stable. 

The motivation for the study of solutions to classical 
field equations has broadened from an interest in heavy 
particle spectra to a desire to better understand vacuum 
phenomena. Although a number of theories could be 
quoted as examples of the latter, two stand out on geo­
metrical grounds 0 They are the continuum Heisenberg 
ferromagnet theory in two space dimensions, 1 and the 
Euclidean SU(2) Yang-Mills theory in four space-time 
dimensions. 2 A particle physiCist might refer to the 
ferromagnetic theory as the Euclidean 0(3) nonlinear 
a-model. 

There is more to the mathematical kinship between 
these two theories than the existence of nontrival map­
pings of spheres in real space onto spheres in field 
space. For in both, the topologically stable field con­
figurations can be found by saturating a positivity con­
dition involving the field energy or Euclidean action and 
the topological index. 1.2 The equations so determined 
have the great merit of having only first-order deriva­
tives, which aids considerably the construction of exact 
solutions. 

The first-order equations for the tWO-dimensional 
theory have been found by Belavin and Polyakov1 to be 
completely solvable. Given their work, it is immediate­
ly possible to write down for any positive value of the 
topological index, the general stable multi-pseudopar­
tide solution, and for any negative value, the cor­
responding general stable anti-pseudoparticle solution. 

However, solutions describing other configurations, 
in particular those with both pseudoparticles and anti­
pseudoparticles, cannot be obtained this way; a return 
must be made to the original second-order equations. 

These are studied in this paper and searched for 
finite energy solutions. We find that they imply a set of 
first-order equations which encompass those previously 
mentioned. We further discover that these general 
first-order equations only admit finite energy solutions 
which are topologically stable. There are thus no finite 
energy solutions to the full field equations other than 
those representing pure pseudoparticle or pure anti­
pseudoparticle configurations. The derivation of this 
result is presented below. 

We consider a two-dimensional theory of a three-com­
ponent spin field s"(x1 , x2 ) of unit modulus, defined by 
the Hamiltonian density 

H= os" ~ . (1) 
aXI aXl 

It has been observedl that finite energy field configura-
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tions can be classified according to the integer-valued 
topological index n, where 

1 f as' asc 
n= -8 d2xEabCEIJSa-a- -a-' 

11" Xl XJ 

With the angle parametrization 

sl=cos8, s2=sin8cos<t>, s3=:sin8sin<t>, 

new field variables WI and Wz are brought in,l 

e e . 
WI = cot '2 cos cp, W2 =: cot '2 SlllCP. 

WI +iw2 is written as w. In terms of these new vari­
ables, 

VwoVw* 
H == 4(1 + ww*)2 

(2) 

(3) 

(4) 

(5) 

The field equations determining the stationary points of 
the Hamiltonian are compactly given by the following 
equation, together with its complex conjugate, 

2 2w* ( )2 
V W= (1 +ww*) Vw • 

It proves to be convenient to use complex variable 
techniques to solve these equations. We shall write 
w==w(z,z*) where 

(6) 

(7) 

w is not assumed to be a complex analytic function of 
these variables, although of course its real and imagi­
nary parts are assumed to be differentiable functions of 
Xl and x2 • 

Using complex variables then, the first integral of 
the field equations can be deduced, 

( OW ow*) /(1 + WW*)2 = j(z) 
az oz ' 

where j(z) is an analytic function of z, with real and 
imaginary parts, of course, satisfying the Cauchy­
Riemann equations. 

(8) 

Consider firs t the cas e where j (2) is not only analytic, 
but entire. Because the energy density must vanish at 
infinity, we know that 

j aw/az ) I I 
(1 + ww*) - 0 as 2 - 00 

(9a) 

and 

I aw/az* I 0 as )zl-oo. 
(1 + ww*) -

(9b) 

Hence it follows that 
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f(z)-Oas Izl-oo. (10) 

The maximum modulus theorem then implies that 

f(z) '" O. (11) 

The field equations then reduce to the two alternatives 

oW ow 
- =0 or - =0. 
oz oz* 

(12) 

The first gives W= w(z*), an analytic function of z* , 
while the second gives w=w(z) , an analytic function of 
z. 

In either case, w must be continuous and single­
valued everywhere, so it cannot have branch pOints or 
ess ential singularities, hence it must be meromorphic. 

The first class of solutions accounts for every field 
configuration with positive topological index n and en­
ergy E= 8rrn. These are the stable n-pseudoparticle con­
figurations. The second class of solutions describes the 
corresponding stable anti-pseudoparticle configurations. 
The symmetry between particle and antiparticle arises 
from the freedom in defining the direction of the azi­
muthal angle of the coordinate system for the sphere 52 
obtained from the two-dimensional plane by identifying 
the points at infinity. 

It is instructive to examine the behavior of the energy 
density for these solutions. Let us write w= g(z )/h(z) 
where g(z) and h(z) are polynomials with no common 
factors. The energy density for this is 

H-si h(z)g'(z)-g(z)h'(z) 12 
- (lh(z)I2+Ig(z)l2) • 

(13) 

Since h(z) and g(z) can never simultaneously vanish, 
H is finite everywhere. In particular for the Simplest 
nontrivial topological configuration with w = z, 

We note however that the singular energy density 

H=2/[lzl(1+lzl)2] 

(14) 

(15) 

can be obtained with the double-valued choice W=Z1/2. 
Even though the energy density has a singularity, the 
total energy is finite. In fact it is precisely one-half of 
the energy for w=z; a consequence of the behaVior of 
the Hamiltonian under conformal transformations. 

We now return to Eq. (S). We have just considered 
the case where f(z) is entire. Since w is continuous and 
Single-valued, the only singularities allowed to f{z) are 
poles. The existence of a pole in j signals a singularity 
in the energy density. In view of our demonstration that 
pure pseudoparticle and pure anti-pseudoparticle solu­
tions do not have any such singularities, it would be 
difficult to interpret a solution with one solely in terms 
of pseudoparticles and anti-pseudoparticles. 

To pursue the possibility further, we note that j can 
only have single poles since the presence of higher­
order poles would imply a locally nonintegrable energy 
density, and hence be in conflict with the finite energy 
condition. 

We shall now study Eq. (8) close to a pole inj(z). 
Without loss of generality, we may assume that the 
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pole is at the origin and has unit residue. In the neigh­
borhood between the pole considered at z = 0 and the 
adjacent one, j(z) has the expansion 

(16) 

with f_l = (z/z* )-1/2. We solve the equation 

ow ow* az az = (1 + WW*)2j(Z) (17) 

in the neighborhood of the origin, by making an approp­
riate series expansion for w(z ,z*), 

w(z,z*)=~ an (~) (zz*)n/4. (18) 
".0 z 

The continuity of w implies that aa is a constant. It may 
be taken to be finite, since solutions of Eq. (8) come in 
pairs wand l/w, which do not both go to infinity as z 
approaches zero. 

To lowest order, 

ow == (zz*)_1/4{!.(~\-1/2a + (:!..)1/2a'} 
oz 4 z*) 1 z* l' 

(19a) 

ow* {I (z )_1/2 (Z) 1/2 } __ =(ZZ*)-1/4 - - a*+ - a*' 
3z 4 z* 1 z* 1, (19b) 

and 

( 
z)"1/2 j(z) == (ZZ*)-1/2 z* (19c) 

Introducing the polar coordinate angle Q' by 

z/z* = exp{2ia }, (20) 

we have the equation 

(al(O) + 1.- '(a») (at(o) + 1.- *'( ») 
4 2i a1 \ 4 2i a1 a 

=(1 + laoI2)exp{iO'}. (21) 

From this we deduce that 

a1 (a)at(o)=(1 + laa/ 2)(4c+8cosa), (22) 

where c is a real integration constant ~ 2. The solutions 
for each possible value of care 

(23a) 

and 

a l (0)=2(1 + /ao/ 2 )l/2(c+2cosa)l/2 

x exp (±itan-1 (c2-4)l/2 tanO'/2) for c>2. (23b) 
c+2 

In either case, a1 (0') is double-valued, making w 
locally double-valued at the pole. This situation is 
somewhat similar to that described earlier in the dis­
cussion of pure pseudoparticle solutions. There too, a 
singularity in the energy density arose from local 
double-valuedness. 

The result then is that singularities in j(z) are not 
permitted, and the only finite energy solutions to the 
field equations are those representing stable configura­
tions of pseudoparticles alone, or anti-pseudoparticles 
alone. 
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In the stationary phase approximation to the partition 
function, configurations with both pseudoparticles and 
anti-pseudoparticles are not selected, and hence are 
not dominant. However there is the compensating cir­
cumstance that certainly many of these configurations 
only fail to be stationary points of the Hamiltonian by 
very s mall margins. 

In any sector with a definite value n of the topological 
index, the difference between the number of pseudo­
particles in a configuration and the number of anti­
pseudoparticles is, of course, n. So the existence of 
a finite correlation length can only come from the 
presence of sufficient numbers of both. It is crucial 
then that the mean distance between a pseudoparticle 
and an anti-pseudoparticle be finite. This must be 
checked by a calculation more sophisticated than the 
stationary phase approximation for an infinite volume 
system. 
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Migdal3 has suggested that the phase transition char­
acteristics of the lattice version of the theory dis­
cussed are related by recursion equations to those of 
the lattice SU(2) Yang-Mills theory in four space-time 
dimensions. This invites the speculation that there might 
be a connection between the possible pseudoparticle 
configurations which the solutions to the classical equa­
tions can describe in each theory. 

*Work supported in part by the National Science Foundation 
under Grant No. MPS75-20427. 
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This paper is a continuation of previous Papers I and II [J. Math. Phys. 17, 1345 (1976); 18, 424 
(1977)]. In the present paper we apply the theory (based upon Lagrangian dynamics) developed in I and II 
to obtain the dynamical symmetries and concomitant constants of motion admitted by the time-dependent 
n-dimensional oscillator (a) Ei=::i(i +2w(t)x i = O. The dynamical symmetries are based upon infinitesimal 
transformations of the form (b) Xi =Xi+/lxi, /lx'=f(x,t)/la; t = 1+81, 81=go(x.I)8a which 
satisfy the condition (c) /lEi = 0, whenever Ei = O. It is shown that such symmetries of the oscillator Ca) 
will be time-dependent projective collineations. For such symmetries which satisfy the R I restriction 
(defined in I) it is shown there exist concomitant constants of motion C, of the oscillator, which for n = I 

are time-dependent cubic polynomials in the x variable, and for n ~ 2 are time-dependent quadratic 
polynomials in the x' variables. It is shown that those symmetries which satisfy the RJ restriction 
(Noether symmetry condition discussed in I) are time-dependent homothetic mappings consisting of time­
dependent scale changes, time-dependent translations, and rotations. The concomitant Noether constants 
of motion ~2 are time-dependent quadratic polynomials in the x' variables for all n. The Noether 
constant of ~otion C2 [referred to as C2(B)] for which the associated underlying symmetry mapping is the 
time-dependent scale change is shown to include as a special case when n = 1 a class of invariants 
formulated by Lewis [Phys. Rev. Lett. 18, 510 1967)] (by means of a phase space analysis which applies 
Kruskal's theory in closed form). For the case of general n it is shown that the time-dependent symmetric 
tensor constant of motion I'j constru~ted by Gunther and Leach [J. Math. Phys. 18, 572 (1977)] is 
included as a special case of a time-dependent symmetric tensor constant of motion Ku' where K'j is 
obtained by use of a time-dependent related integral theorem by means of the symmetry deformation of 
the constant of motion Ci B) with respect to the affine coHineations; such collineations are a subset of the 
projective collineation symmetries mentioned above. The symmetries and their concomitant constants of 
motion of the oscillator (a) with wet) of the form wet) = a + bee. are obtained. 

1. INTRODUCTION 

In several recent paperst we considered the general 
problem of formulating time-dependent constants of 
motion as concomitants' of infinitesimal time-dependent 
dynamical symmetry mappings of time-dependent clas­
sical particle systems. The conditions for such sym­
metries were formulated directly at the level of the 
dynamical equations for both Hamiltonian [Ref. l(a)] and 
Lagrangian mechanics [Ref. l(b), (c)]. In this paper we 
shall apply the above-mentioned symmetry theory based 
upon Lagrange's equations to obtain the dynamical sym­
metries and associated constants of motion of the n­
dimensional time-dependent isotropiC harmonic 
oscillator2 

pendent symmetric tensor discussed by Fradkin6 for the 
time-independent oscillator) which we write in configura­
tion space notation as 

Xi + 2w(t)x i = O. (1. 1) 

In terms of a Hamiltonian formulation of the one­
dimensional time-dependent oscillator (1. 1) Lewis3 has 
obtained by an application of Kruskal's theory4 in closed 
form a class of time-dependent constants of motion 
which in configuration space notation takes the form 

I( ) 1 2"2 • 1 2 2 2 P ='2pX -PP'XX+'2(p' +p')x, (1.2) 

where pit) satisfies 

p" + 2wp - p.3 =0. (1, 3) 

Also, in the Hamiltonian formulation Gunther and 
Leach5 have obtained a generalization of the Lewis con­
stant of motion (1. 2) for the n-dimenSional oscillator 
(1.1). This generalization takes the form of a time-de­
pendent symmetric tensor (analogous to the time-inde-

1267 Journal of Mathematical Physics, Vol. 18, No.6, June 1977 

(1. 4) 

where pit) satisfies (1. 3); [Note that (1. 4) reduces to 
(1. 2) if n = 1. ] 

As part of the work in this paper we show how the 
above-mentioned constants of motion (1. 2) and (1. 4) can 
be obtained in a straightforward manner as eoncomitants 
of configuration space symmetries [of the oscillator 
(1, 1)] which have simple geometriC interpretation. 

In Sec. 2 we give, based upon a Lagrange formulation, 
a summary of the formulas needed to obtain dynamical 
symmetry mappings of the form (2,1), (2.2), and their 
concomitant constants of motion. 

In Sec. 3 the symmetry equations are obtained for the 
general class of time-dependent Lagrangians (3.1). The 
resulting symmetry equations are found to have solutions 
in the form of time-dependent projective collineations 
(3.14) and (3. 16L 

In Sec. 4 these symmetries are specialized to apply 
to the case of the oscillator (1. 1), and the forms of the 
symmetry mapping functions ~i(x,t), ~O(x,t) are 
obtained. 

In Sec. 5 we impose the R j restriction (2.16) on the 
symmetry mapping functions ~i, ~o of Sec. 4 in order 
that the oscillator admit the constant of motion C j given 
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by (2.14) and obtain a general form of the Ct as given by 
(5.22) and (5.23). 

In Sec. 6 we evaluate the Noether symmetry condition 
R2 (2.13) to obtain the Noether symmetry mapping equa­
tions for the general class of time-dependent Lagran­
gians (3.1). The resulting symmetry equations are found 
to have solutions in the form of time-dependent homo­
thetic motions (6.18), (6.9) [which consist of rotations, 
time-dependent scale changes, and time-dependent 
translations]. The concomitant Noether constants of 
motion C2 (2.17) associated with these symmetries are 
obtained in the form (6.26), (6.24), (6.25), 
respectively. 

In Sec. 7 it is shown that the Noether constant of mo­
tion C2(B) (6. 24) (which is associated with the time-de­
pendent scale change portion of the general homothetic 
mapping (6.18), (6.9)] includes as a special case the 
Lewis constant of motion (1. 2). 

In Sec. 8 we show the time-dependent symmetric ten­
sor constant of motion (1. 4) may be obtained by a simple 
application of a time-dependent related integral theorem. 
This application is based upon the symmetry deforma­
tion of the constant of motion C2(B) (6.24) with respect 
to the affine collineation part (8.3) of the projective 
collineation symmetry mapping (4.14), (4.15) admitted 
by the oscillator (1.1). 

In Sec. 9 we discuss a specifiC example of an oscilla­
tor (1. 1) with w(t) given by (9.4). 

2. BASIC THEORY 

In this section we give a brief review of the procedure 
for obtaining dynamical symmetry mappings and also 
give a summary of the equations [derived in Ref. l(b), 
(c)] which will be needed to formulate constants of mo­
tion associated with these symmetry mappings. 7 

We consider infinitesimal mappings of the form 

X' =x' + 5x', 5x' = e(x, t)5a, 

t =t + 5t, 5t= ~o(x, t)oo. 

To within first order in 5a it follows that 

• ax' dx' , , 
5x'= df --=(~'-x'~O)5a, 

dt 

d2X::l d2x' • • 
"", - (·t' l'iO 2'" to) ,,-
vX = dtf - ~= ~ -x" - x" uu. 

For any function 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

II I) _ '''1 un. -1 en. 1 n) G(x,x,x,t)=G(x , ••. ,x, X, ••• ,x, x, ..• ,X ,t , 

(2.5) 

5G is defined by 

_ oG ,,' aG. , aG , aG "t 
5G = ax. 5x +a1I5X + a"XT 5X + atV • (2.6) 

A mapping (2.1), (2.2) is said to define a dynamical 
symmetry of the system described by the differential 
equations 

E'(x,;,x, t)=O, (2.7) 

provided 
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5E' = 0 whenever E' = O. (2.8) 

To obtain the explicit conditions on the functions 
~"'(x, t) (= ~o, e), in order that (2. 8) be satisfied, we ex­
pand (2.8) by use of (2.1}-(2.6) and then eliminate the 
x' terms in the resulting equation by means of (2. 7) 
[which we assume to be solvable for the x']. The re­
sulting equation will be of the form 

G~(X, x, tn'" + G!'(X, x, t)~~B + G~'(x, x, t)~~1tY = O. (2.9) 

The explicit symmetry equations for ~0I(x, t} are obtained 
by considering (2.9) as identically zero in the x 
variables. 

If the dynamical equations (2. 7) are taken to be 
Lagrange's equations, 

(2.10) 

where the Lagrangian L =L(x, x, t}, it can be shown [Ref. 
1(b}] that the symmetry condition 

M,(L}=O (whenever A,(L}=O], (2.11) 

may be expressed in the equivalent form 

A,(5L +L d~ 5t) =0 [whenever A,(L} =0]. (2.12) 

Noether symmetries (based upon mappings (2,1), 
(2. 2)] are defined by the condition 

R = ~!!h_ 
2 - 5L + L dt 5t + dt - 0, (2.13) 

for some h(X, t). From (2. 12) it follows that all Noether 
symmetries are solutions of (2.12) (or equivalently 
(2. 11)] but not conversely. 

The symmetries defined by (2. 12) have as concomi­
tants the constants of motion 

provided the restriction 

R =oA,(L}(t'_ ·to} dYt =0 
t at " x" + dt ' 

is satisfied for some Yt(x,t}. (We note for all L 
=L(x,x), withYt=O, thatR(EO.} 

(2.14) 

(2.15) 

(2.16 ) 

The Noether symmetries defined by (2.13) have the 
well-known associated constants of motion [Ref. l(b}] 

(2.17) 

We shall make use of a related integral theorem [See 
Ref. 1(b}] which states that if a dynamical system (2.10) 
admits a symmetry mapping (2.1), (2.2) as described 
above and also a constant of motion K(X, x, t}, then the 
system will also admit the constant of motion 

5K oK 5x' oK 5x' aK 5t 
5a = a;r &l + a;r """&i" + at 5a' (2.18) 

In the sections to follow we shall apply the procedures 
and formulas given above to the speCific case of a time­
dependent harmonic oscillator (1.1). 
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3. SYMMETRIES OF TIME·DEPENDENT 
LAGRANGIAN SYSTEMS 

In this section we derive the explicit time-dependent 
symmetry equations for the dynamical system defined by 
the Lagrangian 

, - 1 ) ·1 'J (x) L(x,x,t)="2gIJ(xxx -V ,t, (3.1) 

where glJ defines the metric of a Riemannian (configura­
tion) space V n• 

From (3.1) Lagrange's equations take the form 

) ( "J J '" 'b -1 .. V) 0 AI(L =glJ X +r .. ~ x +,.; ,,, = , (3.2) 

where r!b(x) is the Christoffel symbol based on the glJ' 
By inspection (3.2) may be expressed in the equivalent 
form 

(3.3) 

To obtain the symmetry equations by use of (2.8) we 
calculate OEI from (3.3) and, as described in Sec. 2, 
use (2.1)- (2.4) to eliminate the OXI, ot, OXI, OXI terms 
respectively. In the resulting equation we use (3.3) to 
eliminate the Xl terms. As a result we obtain 

- (~~Jl' - ~~",rT~)xJ;kxl + (~:Jk + ~:'i.r~m + ~~Jr~", - ~:",rTk 
+ tmrl _ "I to _ 01 to )x' J;k + [to gJkV "I 

'> J~.", VJS,kt kS,it S,J ,kV", 

+ 2~O."gfJV.J - ~~ttO~ + 2(~~mt + r~k~:t)]Xm 

+ (~!tt - ~!lgJmv,,,, + 2~~tgtJV,J + ~~!~V.J 

+ ~kglJV,Jk + ~OgIJV,Jt) = O. (3.4) 

The symmetry equations in ;0, ~I are obtained by re­
quiring that (3.4) be identically zero in the ;1. As a 
consequence we obtain 

~~Jk=O, (3.5) 

lr~k- O~~?tk- o~~~tJ=O, (3.6) 

~~JgikV.kO~ + 2~~",gIJV,J - ~~ ttO~ + 2(~! t);", = 0, (3.7) 

~! It +gIJV;jk~k - gikV.J~!. + 2 ~~tgIJV.J + egliV,Jt = 0, 

(3.8) 

where8 

lr}k"" ~!Jk + ~~kr~m + ~~Jr~m -~!",rTl! + ~"'r~k. m' (3.9) 

It is of interest to note that if we define cp= ~~t' then 
(3.6) is recognized as the condition for a (time-depen­
dent) projective collineation9 in the configuration space 
V". In addition (3. 5) implies that ¢;J/, = 0, which in turn 
shows the projective collineation (3.6) is a curvature 
collineation. 10 

We now assume the configuration space to be 
Euclidean referred to rectangular coordinates Xl. It 
then follows that glJ =gti = 0li' r~k =0, and the symme­
try equations (3.5)-(3.8) reduce respectively to 

~~JII =0, 

~!Jk- o~~~n- o~~~tJ=O, 

~~kV,kO~ + 2~~".v,1 - ~~ ttO~ + 2~! I", = 0, 

~! tt + V,lJl~k - V'k~~l! + 2~?, V,I + ~oV,ft = O. 

From (3.10) we immediately obtain 
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(3.10) 

(3.11) 

(3,12) 

(3.13) 

(3.14) 

The projective collineation equations [in the form 
(3.11)] have the known soluti(ms9 

~f(x,t)=aJ(t)xJxt +B~(t)xJ +CI(t). (3.15) 

Use of (3.15) and (3.14) in (3.11) implies aJ =Aj and 
he~ce (3.15) may be expressed in the form 

~I(X, t) =Aj(t)xJxl +B~(t)xJ +Cl(t). (3.16) 

We now substitute ~I and ~o as given by (3.16) and 
(3.14) into the two remaining equations (3.12) and (3.13) 
to obtain, respectively 

AkV,kO~ +2A",V,I- (A;xR +B")O~ 

+ 2(A~xl +A~'x~o~ + B:':) = 0, (3.17) 

A::;X'"XI + B:';'xm + e'" - (Aix' +A~mO} + B~)V,J 

+ 2(A~x'" +B')V,I+ V.lk(A~X'"Xl! +B~xm +ck
) 

+ V,lt(AmX" +B)=O. (3.18) 

We may now state the following theorem. 

Theorem 3.1: For a dynamical system defined by 
Lagrangian (3.1) the associated symmetry equations 
derived from condition (2.8) are given by (3.5)-(3.8). 
When the configuration space Vn is a flat space re­
ferred to rectangular coordinates (Xl) these symmetry 
equations reduce to (3.17) and (3.18) in the unknowns 
AI(i), B}(t), e'(t). The symmetry mapping (2.1), (2.2) 
is then determined by (3.14), (3.16). 

4. SYMMETRIES OF THE TIME·DEPENDENT 
HARMONIC OSCILLATOR (1.1) 

We now specify the potential in (3.1) to be2 

V(x,t)=w(t)r2 , r2=~(xl)2 (4.1) 

and obtain from (3.3) (with gll =: Oli' r~k = 0) the dynam­
ical equations for the n-dimensional time-dependent 
harmonic oscillator 

(4.2) 

To determine the symmetry mapping (~I, ~O) for this 
dynamical system we use (4.1) in (3.17) and (3.18) and 
obtain, respectively 

(2wAkO~ +4wA",O~ + 2A~O~ +A;O~)Xk + 2B~' - B"O~ =0, 

(4.3) 

(A,;;' + 2wA;' + 2w'A m)x"xl 

+ (B~' +4wB'0~ +2W'BO~)x'" +Ctll +2wC I =0. (4.4) 

It follows from (4.3) that we must have 

2wAkO~ + 4wAmo! + 2A~o~ + A;: o~ = 0, 

2B~/- B"O~ =0. 

(4.5) 

(4.6) 

It is easily shown that (4.5) can be written in the equiva­
lent form 

A; + 2wA k = 0, 

and (4.6) can be integrated to obtain 

B~=io~B'+O!~, O!~= consts. 

We next obtain from (4.4) the conditions 
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Cill +2wCi =0, 

B~/1 + (4wB' + 2w' B)o~ = 0, 

A~' + 2wA~ + 2w'Am = 0. 

(4.9) 

(4.10) 

(4.11) 

By inspection, solutions to (4.7) will satisfy (4.11). 
Hence we dispense with (4.11). 

If (4.8) is used in (4.10) we obtain 

B'I( +8wB' +4w'B=0. (4.12) 

It is noted that if (4.12) is multiplied by B the result­
ing equation can be immediately integrated to give 

(4.13) 

We summarize the above results in the theorem to 
follow. 

Theorem 4.1: An n-dimensional time-dependent har­
monic oscillator (in a Euclidean configuration space 
referred to rectangular coordinates Xi) (4.2) will admit 
a time-dependent symmetry mapping (2.1), (2.2) [as 
determined by the condition (2.8)] provided 

~i(x,t)=AixJx' +iB'x' +a~J +C', a~= consts, 

(4.14) 

~o (x, t) =A JxJ + B, (4. 15) 

where AJ(t), B(t), and C'(t) satisfy (4.7), (4.13), and 
(4.9), respectively. 

5. TIME·DEPENDENT HARMONIC OSCILLATOR 
CONSTANTS OF MOTION DERIVED FROM 
SYMMETRIES SATISFYING THE RI RESTRICTION 

We now determine the conditions imposed on the sym­
metries (given in Theorem 4.1) of the time-dependent 
harmonic oscillator by the RI restriction (2.16). For a 
Euclidean configuration space referred to rectangular 
coordinates we note from (2.10) and (4.2) that A,(L) 
=g,JEJ:=::E'. Hence 

(5.1) 

By use of (4.14), (4.15), and (5.1) in the RI restric­
tion (2.16) we obtain 

2w'(AixJr2 +B~xjx' +C'x') + '>'1. t 

- [2w'(AJx' + B)x i 
- YI.,];i = 0, (5.2) 

where for compactness of notation we have reintroduced 
B~ as defined by (4.8). Since (5.2) must hold identically 
in the Xi we obtain 

'>'1.t = - 2w'(Ajx'r2 +B~xJx' + C'x'), 

1'1.' =2w'(A,x' +B)x'. 

From (5.3) the integrability conditions 

YI.'k=YI.k', 'Y1.tk=YI.kt, 

require respectively that 

[W'(AkO~ + 3AJo~) + w"AJo~]xJxm 

+ [w'(B~ +B,) + (w'B).toJ] x' + w'C k = 0. 
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(5.3) 

(5.4) 

(5.5a) 

(5.5b) 

It follows from (5. 5a) and (5. 5b) that (assuming w' 

* 0) 

Ako}-A,o':=::O, 

w'[A~5~ +i(Aj5~ +A~5m +iw"(AJ5~ +Am5') =0, 

w'(B~ + B,) + (w'B)'o' = 0, 

Ck=O. 

From (5.8) with the use of (4.8) we obtain 

(w"B + 2w'B')o' + w'(a' +a,) =0. 

In (5.10) we find for the case j*k that 

a' +a,=O, j* k, 

and for the case k = j it follows that 

aI =a~ ='" =a~'" a. 

We combine (5.11) and (5.12) into the condition 

a~ + a' = 2a 5~. 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

(5.11) 

(5,12) 

(5.13) 

By use of (5.13) we find (5.10) is identically satisfied 
whenj*k, and whenj=k (5.10) reduces to the single 
equation 

w"B + 2w'B' +2aw' =0. (5.14) 

From (5.6) we find by contraction on i and k that 

(5.15) 

We thus have two cases to consider. 

Case n =1: If n=l (5.15) and (5.6) are satisfied 
identically and (5. 7) reduces to the single equation 

w"A+4w'A'=0 (Aj"'A). (5.16) 

From (5.16) we find that 

A4 =c/w' (cj'" const.) (5.17) 

Case n '" 2: If n '" 2, then from (5.15) we have 

AJ=O, j=l, ... ,n, (5.18) 

and (5.6), (5.7) are identically satisfied. 

Collecting together the above results we have that the 
integrability conditions (5.4) can be reduced to the three 
equations (5.9), (5.13), (5.14) [which hold for all n], to 
which must be added (5.17) when n = 1 or (5.18) when 
n'" 2. 

Hence the integration of (5.3) results in 

(n=1), yj(x,t)=WI(~ x 3 +BX2)+VO, "0= const, 

(5. 19) 

(5.20) 

The above results are incorporated in the following 
theorem. 

Theorem 5.1: For the n-dimensional time-dependent 
harmonic oscillator a necessary and SUfficient condition 
that the mapping functions ~i (x, t) and ~o(x, t) (given by 
(4.14), (4.15), respectively) will define a symmetry 
which in addition will also satisfy the R j restriction 
(2. 16) is that the following equations hold: 

a} + a{ = 2a o}, a} = const (all n), (5.13) 
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B"B-t(B,)2+4wB2=co, co=const (alln), (4.13) 

2w' B' + w" B + 2aw' = 0 (all n), (5,14) 

CI=O (alln), (5.9) 

A" + 2wA =0 (n = 1), A =At> (4.7) 

A4=Cl/W', Cl= const (n=l), 

AI=O (n~2), 

(5.17) 

(5.18) 

The junction ')11 (X, t) appearing in (2.16) is given by 
(5.19) and (5.20) for the cases n = 1 and n ~ 2, 
respectively. 

We now assume the conditions of Theorems 4.1 and 
5.1 are satisfied and determine the C1 constant of mo­
tion (2.14) associated with the existence of symmetry 
mappings which satisfy the Rl restriction. 

Based upon the oscillator Lagrangian 

(5.21) 

we evaluate (2.14) by the use of (2.15), (4.14), (4.15), 
(5.19), and (5,20) to obtain 

(n=l), C1 =C1(A) +C1(B), 

(n ~ 2), C1 ==C1(B), 

where (the additive constant Vo has been dropped) 

C1(A)= _Ax3 +A'xx2 +A"x2x + 2(wA' +iw'A)x3
, 

C1 (B) = (- tB' + a)il;1 + tB"xlxl 

+ (wB' +w'B +2aw)xlxl, 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

and where the functions w, A, and B and the constant a 
satisfy the conditions of Theorem 5. 1. 

By use of (1. 1), (4.7), and (5.16) it is easily verified 
that dC 1(A)/dt vanishes along a dynamical path and hence 
C1 (A) [for n = 1] is itself a constant of motion. In a sim­
ilar manner by use of (1.1), (4.12), and (5.14), C1 (B) 
(for all n) is also a constant of motion. 

We may thus state the following theorem. 

Theorem 5.2: The n-dimensional time-dependent har­
monic oscillator (in a Euclidean configuration space re­
ferred to rectangular coordinates) with Lagrangian 
(5.21) will admit the constant Of motion C1 [based on 
(2.14)] given by (5.22) when n = 1, provided that (4.7), 
(5.17), (4.13), and (5.14) are satisfied; and will admit 
the constant of motion (5,23) when n ~ 2, provided that 
(4.13) and (5.14) are satisfied, In (5.22) C 1 (A) and C1 (B) 
are individually constants of motion. 

6. NOETHER SYMMETRY MAPPINGS FOR THE 
TIME-DEPENDENT HARMONIC OSCILLATOR 

In this section we first derive the explicit time-de­
pendent Noether symmetry equations for the general 
class of dynamical systems defined by the Lagrangian 
(3.1). These equations will be obtained by use of the 
Noether symmetry condition (2.13). 

For any Lagrangian L=L<X,x,t) we find by the use of 
(2,6), (2.1), (2,2), and (2,3) in (2.13) that 
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aL'JI aLI aL'I"Jo aL'lo 
apx ~,J +aF ~,t- ax'x x ~,J- axrx~,t 

aL I aL 0 'J 0 L 0 'J ( 1) +axr~ +at~ +Lx ~,J+ ~,t+Y2,JX +Y2,t=0. 6. 

lf (3.1) is used in (6.1) we obtain 

1 to 'a"b'J l( tI tI I -2:gab,>,r x x +2: gab,I'> +glb,>,a+gla~,b 

O)''''b ( i 0 'J -gab~,t X X + gIJ~.t- V~,J+Y2,J)X 

- (V.I~I +V,t~o+n~t-'Y2,t)=0. (6.2) 

We require that (6.2) hold identically in the Xl and 
thus obtain the explicit Noether symmetry equations 

glJ~~k +gkJ~~1 +glk~~J = 0, 

[g/J - ~~ tg/J = 0, 

gIJ~!t- V~~J+'Y2,J=0, 

V,I ~I + V,t~O + V~~t - 'Y2, t = 0, 

(6.3) 

(6.4) 

(6.5) 

(6.6) 

where the Lie derivative of the metric tensor glJ is de­
fined by 

(6.7) 

Equation (6,3) may be expressed in the equivalent form 

~~k=O. (6.8) 

Hence 

~o =B(t), 

and (6.4) then defines time-dependent homothetic 
motions. 11 

(6.9) 

We now assume the space to be Euclidean referred to 
rectangular coordinates. By this assumption and use of 
(6.9) the remaining Noether symmetry equations (6.4), 
(6.5), and (6.6) reduce respectively to the equations 
(since now glJ = 1511> ~I = ~I) 

~I,J + ~J.I - B'151J = 0, 

~1,t+'Y2,I=O, 

V'I~I + V,tB + VB' - 'Y2,t = O. 

(6.10) 

(6.11) 

(6.12) 

The time-dependent homothetic motion equations 
(6.10) have the known solution12 

~i(x,t)=tB'XI+B~(t)XJ+Ci(t), B~+Bf=o. (6.13) 

If e from (6.13) is used in (6.11) we obtain 

(6.14) 

From the integrability conditions h,lk = Y2,kl we obtain 
by use of (6.14) that B~ = w~ = consts and hence (6.14) 
takes the form 

tB"xl +CI , +h,1 =0, 

which integrates to give 

'Y2=-iB"r2 -CI'xl +D(t), r2=6(xl )2. 

(6.15) 

(6.16) 

If (6,16) and (6.13) [with B$=w5J are used in (6.12) 
we obtain as the remaining condition on w~, B(t), e l (t), 
D(t) the equation 

V,I(tB'xl + w5xJ + e l
) + V,tB + VB' 

+iB"'r2 + el"xl - D' == O. (6.17) 
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Hence for a given V(x, t) a Noether symmetry will be 
defined by (6,9) and 

~i =tB'xi +w}x1 +Ci(t), 

w}+wf:=:o, w}=consts, 

provided (6,17) is satisfied. 

(6.18) 

We now obtain the Noether symmetries for the time­
dependent harmonic oscillator by taking the potential to 
be of the form (4.1). 

Use of (4.1) in (6.17) gives 

t(B'" +8wB' +4w'B)r2 + (C ill +2WCi )XI_D' =0, 

(6.19) 

From (6,19) we immediately obtain 

Bill + 8wB' + 4w'B = 0, (6.20) 

Ci 
II + 2wCi = 0, (6,21) 

D'=O, (6,22) 

[Note that (6.20) is the same as (4.12) and hence can 
be integrated to yield (4.13).] 

We summarize the above in the following theorem. 

Theorem 6.1: An n-dimensional time-dependent Jzar­
monic oscillator (in a Euclidean configuration space 
referred to rectangular coordinates Xi) with Lagrangian 
defined by (5.21) will admit a time-dependent Noether 
symmetry mapping (2,1), (2,2) [as determined by the 
condition (2,13)] where ~o, ~' are given by (6.9), (6.18) 
respectively, provided B(t) satisfies (6.20) [or equiva­
lently (4,13)] and Ci(t) satisfies (6.21). Such a sym­
metry mapping is a time-dependent homothetic motion 
(a time-dependent scale change). The associated junc­
tion h(x, t) is given by (6.16) with D(t) =do == const. 

By comparison of the forms of ~o, ~i given in Theorem 
6.1 with the corresponding forms given in Theorem 4.1 
it is easily verified (as mentioned in Sec. 2) that the 
Noether symmetry mapping defined by (2.13) is a spe­
cial case of the general symmetry mapping defined by 
(2.11). 

For the oscillator referred to in Theorem 6.1 the 
Noether constant of motion Cz given by (2. 17) is now 
easily constructed by use of (2.17), (2.15), (5.21), and 
the functions ~o, e, Y2 defined in Theorem 6.1. The C2 
so obtained may be expressed in the form (the additive 
constant do referred to in Theorem 6.1 is taken to be 
zero) 

n 

C2 = C2(B, C i
, w}) = C2(B) + 6 C2(CI ) + 6 C2 (w}), 

1=1 I<j 

(6,23) 

where 

C2 (B)= - tBxlxl +tB'xl;l- hB" +4wB)XIXI, (6.24) 

By use of (1.1), (6,20), (6.21) and the skew-symmetry 
of w} it is easily verified that C2(B), C2(CI), and C2(w5) 
are individually constants of motion. 
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We thus have the theorem. 

Theorem 6,2: The n-dimensional time-dependent har­
monic oscillator defined in Theorem 6.1 will admit the 
Noether constants of motion (6.24), (6.25), (6.26), and 
hence (6.23), provided (6.20) and (6.21) are satiSfied 
and the constants w} are skew-symmetric. 

7. THE LEWIS CONSTANT OF MOTION AS A 
CONCOMITANT OF A NOETHER SYMMETRY 

In this section we show how the Lewis constant of 
motion I (1, 2) for the one-dimensional oscillator (1. 1) 
can be expressed as a particular case of the Noether 
constant of motion C2 (6.23) which was derived in Sec. 
6 from a Noether symmetry, 

To show this we first make a change in variable in the 
function B(t) of Theorem 6.1 by putting 

B==_p2. (7.1) 

From (7. 1) it follows that 

B'==-2pp'. BI/=_2(p')2_2p". (7,2) 

We now express the integrated form (4.13) of (6.20) 
in terms of p by means of (7.1) and (7.2) and obtain 

pl/+2wp-1 p-3 ==0. (7.3) 

Next we use (7.1) and (7.2) in (6.23) to express C2 in 
the form 

C2=C2[B(p), CI,w}] 
n 

=C2(P)+6 C2(C i )+6 C2(W~)' 
1=1 I<i 

where 

2 
C2(P)=C2[B(p)]=~ ;1;I_pp'XIXI 

+ (H( p')2 + pp"] + wpZ}x'X!. 

(7.4) 

(7.5) 

If p" is eliminated from (7.5) by means of (7.3) and the 
result used in (7.4), then we obtain 

C2 =p~ Xixi - pp'XI;1 +t[(p')2 + ?p.2}IXI 

n 

+ 6 CZ(C1
) + 6 C2(W~). (7.6) 

i:1 i<l 

Hence the Noether constant of motion C2 of (6.23) is 
expressed in the form C2 of (7.6) where p satisfies 
(7. 3) [and CI (t) and w} satisfy the conditions of Theorem 
6.1]. 

If now we consider the one-dimensional oscillator (n 
=1) and choose CI =0 in (7.6) and make use of (6,25) 
and (6.26), C2 reduces to the form 

- - p2 '2 " l[ , 2 ~ -2}Z C2 =C2(P)='2X -pPXX+z (p) + 2 P , (7.7) 

Finally if in (7. 7) we choose Co = 2, then C2 of (7.7) 
reduces to the Lewis constant of motion I (1.2), and in 
addition the condition (7.3) reduces to the Lewis condi­
tion (1, 3). 

The Noether s'ymmetry mapping underlying the con­
stant of motion C2 (p) of (7,7) takes the form 
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~ =_ pp'x, ~o =_ p2, (7. S) 

as is evident from (6.9), (6.1S), and (7.1). 

From the above results and the remarks in Theorem 
601 we may now state the following theorem. 

Theorem 7.1: The Lewis constant of motion (1.2) 
[where P satisfies (1. 3)] of the one-dimensional oscilla­
tor (1.1) is a Noether constant of motion based upon the 
time-dependent homothetic symmetry mapping (7. S) (a 
time-dependent scale change). 

8. RELATED INTEGRAL THEOREM DERIVATION 
OF TIME-DEPENDENT SYMMETRIC TENSOR 
CONSTANTS OF MOTION 

It is well known" that for the time-independent har­
monic oscillator [of the form (1.1) with w =wo = const] 
there exists a symmetric tensor whose components SiJ 

are constants of motion 

(S.l) 

Using a Lagrangian formulation we have previously 
shown13 how such constants of motion arise in a straight­
forward manner as concomitants of infinitesimal sym­
metry mappings (in the form of affine collineations) ad­
mitted by the oscillator. As also shown in our previous 
work this symmetric tensor constant of motion could be 
reformulated as the symmetry deformation of the ener­
gy integral. Such a reformulation is consistent with the 
alternative derivation of these constants of motion by 
means of a related integral theoreml3-a method for 
deriving additional constants of motion by means of sym­
metry deformation of given constants of motion [see 
(2. IS)]. Similar remarks apply to the phase space 
formulation of the OSCillator problem in which these 
constants of motion were expressible as symmetry de­
formations of the Hamilton. 14 

For the n-dimensional time-dependent oscillator 
GUnther and Leach5

(a) have constructed a time-dependent 
symmetric tensor by generalizing the Lewis constant 
of motion (1.2) in a manner analogous to Fradkin's gen­
eralization which led to (S. 1). The GUnther-Leach gen­
eralization (in our notation) is given by (1.4). 

We now show how the constants of motion Iii of (1. 4) 
may be obtained as a Simple application of a time-de­
pendent related integral theorem (see Sec. 2) based upon 
the symmetry deformation of the constant of motion 
Cz (B) (6. 24) with respect to the affine collineation 

(S.2) 

[Note that (S. 2) is a special case of the general sym­
metry solution (4.14), (4.15) of the time-dependent 
OSCillator; note also that both the time-independent and 
dependent oscillators admit this affine collineation. J 

Consider then the Noether constant of motion C2(B) 
(6.24) and form the derived constant of motion by means 
of (2. IS) to obtain 

oC 2(B) = aC2\B) oxk + aC2W) oxk + aCz(B) !!!... (S.3) 
oa ax oa ax oa at oa 

By (8.2) and (2.1), (2.2), (2.3) we find 
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By use of (S. 4) and (6.24) in (S. 3) we obtain 

oC2 (B) _ k K (B) 
Oa -ai II< , 

where 

(S.4) 

(8.5) 

Klk(B) = - Bxl;k +tB'(xkxl +xlxl<) - hB" + 4wB)xlxl<. 

(S.6) 

Since the left-hand side of (8.5) is a constant of motion 
and the a' are arbitrary constants it follows that the 
Kik(B) are components of a symmetric tensor constant 
of motion. 

Recall that B(t) must satisfy (4.13). If in (4.13) we 
assume B=Bo= const, then w=wo= const and (S.6) re­
duces, to within a constant factor, to the time-indepen­
dent symmetric tensor constant of motion (S. 1). 

To obtain from (S.6) the Gunther-Leach time-depen­
dent symmetric tensor constant of motion IiJ (1. 4) we 
make the substitution (7.1) in (S.6). This gives 

Kik(B)=Kik(P)=p2;i;k- pp'(;kxi +;iXk) 

(S.7) 

From the calculation of Sec. 7 P must satisfy (7.3). 
Hence by use of (7.3) in (S. 7) we obtain 

KJk (p)=p2;i;k_ pp'(;kxi +;iXk) 

+ (P')Z +~p-2)xiXk. (S. S) 

By the choice of the arbitrary constant Co = 2 we obtain 

(S.9) 

Hence for co=2, B=_p2 and 0 based upon ~i, ~o of 
(S. 2) we may write 

(S.10) 

We summarize the above in the following theorem. 

Theorem S. 1: The time-dependent harmonic oscillator 
(1.1) admits a time-dependent symmetric tensor con­
stant of motion KiJ(B) (S. 6) obtainable as the [affine col­
lineation (S. 2)] symmetry deformation of the Noether 
constant of motion Cz(B), (6.24), by means Of a related 
integral theorem in the form (S.5), (S.6). By the change 
in variable (7.1) in (S. 6) we obtain (S. S) which for the 
choice Co =2 reduces to (S.9) in which Iik( p) is the 
GUnther-Leach time-dependent symmetric tensor (1. 4). 

Remark: It is of interest to examine (S.10) for the 
case n = 1. The last term in (S.10) reduces to 

2alIl1 (p)=2a oI(p), ao=aL (S.l1) 

where I(p) is the LeWis constant of motion (1. 2). 

If n = 1 (S.2) reduces to (the homothetic motion) 

~=aoX, ~o=O. (S.12) 

Since Cz(B) is homogeneous of degree two in x and; 
the first term of (8.10) reduces to 
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6C2(B) = 2a
O
C

2
(B) 

6a 
[where the 6 operator is based on (S.12)]. 

(S.13) 

Hence from (8.11) and (S. 13) we have for n = 1 that 
(S. 10) reduces to the statement C2(B) =/(p) which agrees 
with a result obtained in Sec. 7, 

9. EXAMPLE OF A TIME-DEPENDENT HARMONIC 
OSCILLATOR 

In this section we present an example of a time-de­
pendent oscillator which admits symmetry mappings 
which lead to constants of motion C 1, C2 as described in 
Theorems 5.2 and 6.2, respectively. 

From Theorem 4.1 we have that the functions e, ~o 
given by (4,14), (4.15), respectively, will define a 
symmetry mapping if (4.7), (4.9), and (4,13) are satis­
fied. For simplificity we choose 

(9.1) 

thus satisfying (4.7) and (4.9). We write the remaining 
equation (4.13) in the form (assuming B"* 0) 

C (B,)2 B" 
w = iffi + SB2 - 4B • (9.2) 

Hence any nonzero B determines an w(t) which defines 
a time-dependent oscillator (1.1) which will admit a 
symmetry mapping. 

The choice 

B""j.J. exp(kt), j.J.,k, "" consts 

gives, by (9.2), 
- k2 

C 
w=-S-+~ exp(- 2kt). 

(9.3) 

(9.4) 

Hence for the oscillator determined by (9.4) it follows 
by use of (9.1), (9.3) in (4.14), (4.15) that 

t l j.J.k exp(kt) I + I j 
s = 2 x ajx, (9.5) 

~o = IL exp(kt) (9.6) 
[where the constants a}, IL, k are arbitrary (IL"* 0)] will 
define a symmetry mapping as described in Theorem 
4.1. 

We now determine if the symmetry mapping given by 
(9.5), (9.6) will satisfy the R j restriction (2.16) which 
is necessary and sufficient for the existence of the con­
stant of motion C1 given by (2.14). For the oscillator 
(1. 1) the conditions on e and ~o in order that the infi­
nitesimal mapping (2.1), (2.2) be a symmetry mapping 
which satisfies the R j restriction are summarized in 
Theorem 5.1. For the values of AI, CI

, B, w ~iven by 
(9.1), (9.3), (9.4), the only conditions listed in Theorem 
5.1 which are not already satisfied are (5.13) and (5.14). 
[The constant Cj in (5.17) is chosen to be zero.] Hence 
we choose the so-far arbitrary a~ in (9.5) to satisfy 
(5.13), where a is an arbitrary constant. Use of Band 
was given by (9.2), (9.3), respectively, reduces the 
remaining condition (5.14) to 

aCok=O. (9.7) 

The choice Co = 0 or k = 0 implies w = const which we 
exclude. Hence (9.6) requires that 
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a=O. (9, S) 

This implies by (5.13) and (9.8) that a~ be skew-sym­
metric in (9.5). 

Since we have taken A 1= 0 (for all n) it follows from 
(5.22)- (5.25) that Cj = C1 (B). Hence the oscillator de­
fined by w of (9.4) will admit (for all n) the constant of 
motion (5.25), n 

ILk () "'("I k 1)2 Cj=Cj(B)=-z expkt t: x -2 X 

-~ exp(-kt)xlx i
• (9.9) 

Remark 1: It can be shown when n = 1 that the con­
stant of motion Cj of (9.9) will reduce to the Lewis con­
stant of motion (1. 2) based upon the w given by (9.4) if 
we choose Co = 2/k2 and p2 = - B', where B is given by 
(9.3). 

Remark 2: The Band w used in the above example 
satisfy the conditions of Theorem 6.2. A comparison 
of Cj(B) and C 2(B) given respectively by (9.9) and (6.24) 
shows that, for this example, 

C1 (B) = kC2 (B). (9.10) 
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We show that recent results on the distributions of eigenfrequencies for the scalar and electromagnetic 
wave equations in a cube-shaped domain were anticipated by the work of Walfisz on the number of lattice 
points in a sphere. 

As a by-product of our recent coherence studies l
,2 

we obtained the eigenfrequency density for the electro­
ma;;;netic wave equation in a cube-shaped empty lossless 
cavity of edge length L, viz., 

L 3k2 sin2kLnl/2 
D.1mag(k) =--2- L 2kLnl/2 

1T 1'21'"2,113==-<10 

3L +~ 

- z:;;:- nR-~ cos2kLnl/2 +~O(k), (1 ) 

"2="3=0 
with n=n; +n~ +n~ and with k denoting the wavenumber. 
The underlying eigenvalues are k~ = (rr/ L)2n. Balian and 
Bloch3 derived the related mode density of the scalar 
wave equation for Dirichlet (E = -1) and Neumann (E = 1) 
boundary conditions, viz., 

sin2kLn' /2 

2kLn!}2 

3L +~ 

+4;" nl~~ cos2kLn' / 2 +EiO(k), 

"2="3=0 

(2) 

where Jo denotes the Bessel function of order zero. The 
terms corresponding to n = 0 are known from previous 
improvements of the scalar4- 10 and tqe electromagnet­
iC ll ,12 versions of Weyl's theorem. The terms with n >0 
describe the oscillations of the eigenfrequency density. 
The implications of (1) and (2) for the thermal radiation 
laws and the physics of small solid particles are dis­
cussed in recent reviews. 13,14 

In the present note we wish to add that (1) and (2) as 
well as the above mentioned previous work were antici­
pated about 50 years ago by the results of Walfisz, 15,16 
Oppenheim, 17 and Wilton'S on the number of lattice 
points Np(x) in a hypersphere in p dimensions of radius 
X

1
/

2
• The general relationship between the eigenvalues 

of the wave equation in a cube-shaped domain and the 
lattice points is well known and was earlier exploited 
for the calculation of the terms corresponding to n = 0 
(see, e. g., Ref. 19, Chap. V). The complete results of 
Walfisz etc. include the oscillations of the lattice-point 
number in terms of a series of Bessel functions, 20 but 
unfortunately were overlooked by the physicists up to 
this time. The only exception seems to be Ref. 9 where 
N3(x) from Ref. 17 is used for a rough remainder esti­
mate. The classical result is summarized as 

rr" / 2 

N/x) = r(l +p/2) xP/
2 
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+xP/ 4 L n'P / 4 J p / 2l2rr(xn)1/2] (3) 
n 1'"2' '1 3 :=-00 

n)O 

with J p / 2 denoting the Bessel function of order p/2. 
Oppenheim 17 proves that formal differentiation of (3) 
leading to the lattice-point density D p(x) is a meaningful 
procedure for noninteger x, For the eigenvalue density 
problem we need 

and 

D, (x)=X' 1 / 2 L cos27T(m;)'/2, 
"1 =_00 
112="3;0 

D2(x)=7T 15 J o[27T(nx)1/2], 
"1,11 2 =-00 
n3=Q, 

D3(x)=27Tx' / 2 L 
nl'''2'"3'''-00 

sin2rr(nx) 1/2 
27T(nx)1/2 

(4) 

(5 ) 

(6) 

The boundary conditions of the wave equation lead to the 
relationships ,6 ,10,11 ,19 

(7) 

and 

Dscalar(X) = i[D3 (X) +E3D2(\.) + 3D, (X) +EO(X) 1, (8) 

where X= rrx/L =k2. Combining (7) and (8) with (4)-(6) 
and allowing for dk2=2kdk, the results (1) and (2) are 
immediately reproduced. The analogous mode densities 
for cuboidal domains as derived recently2,3 are as well­
antiCipated by the more general lattice-point relations 
for hyperellipsoids in p dimensions. 15,16,21 An extensive 
bibliography is offered by Ref. 22. We emphasize that 
the main objective of Refs. 15-18 is not the formal 
Bessel sum for Np(x) or Dp(x), but rather the proof of 
the pertinent convergence or summability22,23 
properties. 

lB. Steinle, H. p. Baltes, and M. Pabst, Phys. Rev. A 12, 
1519 (1975). 

2H.P. Baltes, B. Steinle, and M. Pabst. Phys. Rev. A 13, 
1866 (1976). 

3R. Balian and C. Bloch, Ann. Phys. (N. Y.) 69, 76 (1972>-
4E. W. Montroll, J. Chern. Phys. 18, 183 (1950). 
5T.L. Hill and J.A. Wheeler, Phys. Rev. 89,1102 (1953). 
6F.H.Brownell, J. Math. Mech. 6, 119 (1957). 
1B.V. Fedosov, Sov. Math. (Doklady) 5,988 (1964). 
SR. K. Pathria, Suppl. Nuovo Cimento 4, 276 (1966). 
9R. Ebert and E. Hilf, J. Phys. Soc. Jpn. Suppl. 26, 307 

(1969). 

Copyright © 1977 American Institute of Physics 1275 



                                                                                                                                    

10H.P. Baltes, P. Draxl, and E.R. Hilf, J. Reine Angew. 
Math. 268/269, 410 (1974). 

11 H. P. Baltes and F. K. KneubUhl, Helv. Phys. Acta 45, 481 
(1972). 

12H. P. Baltes, Phys. Rev. A 6, 2225 (1972). 
13H.P. Baltes, Infrared Phys. 16, 1 (1976). 
14H.P. Baltes, "Phonons in small particles," J. Phys. Paris, 

(to be published). 
15A. Walfisz, thesis (Gottingen, 1922). 
16A. Walfisz, Math. Z. 19, 300 (1924). 
17A. Oppenheim, Proc. London Math. Soc. 26, 295 (1926). 

1276 J. Math. Phys., Vol. 18, No.6, June 1977 

18J.R. Wilton, Proc. London Math. Soc. 29, 168 (1928). 
19H. P. Baltes and E. R. Hili, Spectra of Finite Systems 

(Bibliographisches Institut, ZUrich, 1976). 
2oE. Landau, Sitzungsber, K. Pressu. Akad. Wiss., 458 

(1915). 
21J.R. Wilton, Proc. Roy.Soc. A 120, 358 (1928). 
22A. Walfisz, Gitterpunkte in mehrdimensionalen Kugeln, 

Monografie Matematyczne 33 (Pans two we Wydawnictwo 
Naukowe, Warsaw, 1957), Chap. X. 

23G. H. Hardy, Divergent Series (Clarendon, Oxford, 1949). 

H.P. Baltes and B. Steinle 1276 



                                                                                                                                    

-I::.. plus a bad potential 
H. P. McKean 

Courant Institute of Mathematical Sciences, New York University, New York, New York 10012 
(Received 6 October 1976) 

The purpose of this paper is to associate with -6.+ V(x) a self-adjoint operator in case V is 
nonnegative. This has been done in many ways by previous authors under a variety of conditions. The 
point of the present work is to do this under conditions applying to, e.g., any many-body potential, the 
only requirements being that V: R 3n-j [0, 00 1 be continuous and that V -l( 00) be not too large in the sense 
of volume and/or capacity; especially, no conditions of growth are imposed upon V. The method of proof 
is probabilistic, being based upon familiar properties of the Brownian motion. 

1. INTRODUCTION 

Let A be the d-dimensional Laplace operator a2/a~ 
+ .. , +a2/a~. The question of whether H == - A + V is 
self-adjoint or essentially so has occupied many mathe­
maticians; recent information on the subject can be 
found in Faris1 and Simon2 to which the reader is re­
ferred. The purpose of the present note is to prove 
that H == - A + V always defines a self-adjoint operator 
if 0 ~ V ~ 00. The important point is that it is unnecessary 
to place any restrictions whatsoever upon the local or 
global growth of V; however, in the interests of sim­
plicity, let us require 3 e( - V) E C(R"). The plan is to 
write down the operator e( - tH) directly by means of the 
well known recipe4 

in which I (t): 0 ~ t ~ co is the d -dimensional Brownian 
motion associated with A and .!B is the additive functional 

~Ht)== t VoI(s)ds~ co. 
• 0 

Then it will be easy to verify that the infinitessimal 
operator of e( - tH) is a self-adjoint candidate for A - V 
and it will be possible to describe its domain quite ex­
plicitly. The proof is carried out under two (reaiistic) 
technical assumptions to be explained below; they will 
always be satisfied for d == 3n if V(x) is a sum ~ i<j v(x) 
of pair potentials between n three-dimensional particles 
with (a) 0 ~ 1J ~ co, (b) v E C(R3 - 0), and (c) limv == co at 
the origin of R3. This paper originated ten years ago in 
conversations with Goodman, Kinney, and Segal at 
M. I. T. The version produced at that time was top-heavy 
owing to excessive generality and remained unpublished. 
However, as the subject still seems to be of some in­
terest, it is hoped that the present more humane ver­
sion may be of some use, 

2. DISCUSSION OF e(-tH) 

The discussion is broken into a number of easy steps, 

Step 1. e(-tH)f(x) makes sense for any nonnegative 
fEL2(Rd) and xERd since the distributionS pJI(t) Edy] 
of the Brownian particle has a density (41Tt)-d/ 2 

xe(-lx-yI2/4t) relative to the volume elementdy; 
moreover, for such f, 

e(-tH)j{x)~ [(41Tt)-d f e(-/x-y /2/2t)dyjl/211fll2 

~ (81Tt)-d/4 IIfliz <00, 

so that e(-tH)fiS defined pointwise for any fE L2(R") of 
one sign or not. 
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Step 2: Ile(-tH)1I2 ~ 1, 

Proof: 1 e(-tH}f 1 ~ e(tA) If I. The rest is plain. 

Step 3: e(-tH) is self-adjoint, 

Proof: It suffices to write e(- tH)f(x) == f p(t, x, y)f(y) dy 
with 

P (t, x, 11) == E J exp( -.lB (t) / I (t) == y] 

X(41Tt)-1/2 e(_/X-y/2/4t) 

and to check that the conditional expectation is a 
symmetrical function of x and 11. Let D xy = [I(t '): 
o ~ t' ~ t, Pry] be the tied Brownian motion starting at 
x at time t == 0 and conditioned to end at y at time t' == t. 
Then DyX is simply DXY run backwards, i. e. , Dyx 

== [I(t - t '): 0 ~ t' ~ t, PXy j, and ExJe(-.lB(t) J is symmet­
rical in x and y since .lB(t) is insensitive to time 
reversal. 6 

Step 4: e(-t1H)e(-t2H)==e(-tH) for t=tl +t2. 

Proof: This is automatic from the Markovian property 
of the Brownian motion and from the additive property 
of.!B, to wit, .!B(t1 +t2)=.!B(t1 ) +iB+(t2)' in which.lB+ is the 
same functional iB recomputed for the shifted path 1+ (t) 
=l(t +t1 ). 

Step 5: 0 ~ e(-tH) ~ 1, i. e., 0 ~ (j, e(-tH)f) ~ l/fll~. 

Proof: e(- 2tH) = [e( - tH)Jz == e( - tH) e(- tHjf. 

Step 6: limt,oe(-tH) is a projection Cil; moreover, for 
fixed xERd either pA.!B(o +)==0]==1 or else P,[.!B(O +) 
== 00] = 1. Cil is the projection onto functions vanishing ojf 
the set Z where the second alternative prevails. 

PrOOf: The fact that lim e( - tH) == Cil exists and is a 
projection is clear. Now P,[SS(O +) <coJ==O or 1 by the 
0: 1 law of the Brownian motion since the event .!B(O +) 
< co concerns only the germ of I. The disjunction 
P,[.!B(O +)==0]==1 or px[.!B(O +)=coJ=1 is now clear, and 
the evaluation of Cil is self-evident from that. 

Technical assumption: Z is assumed henceforth to be 
of capacity 0; in particular, the volume of Z is O. It is 
not necessary to do this, but it Simplifies life, and it 
makes no practical difference. The m0st interesting 
case for applications is when d == 3n and V is a sum 
~ I<j v(x /j) of pair potentials between n three -dimensional 
particles with (a) 0 ~ 1) ~ co, (b) v E C(R 3 - 0), and (c) 
limv = co at the origin of R3. Then Z is included in 
U I<j(x i == Xj), and the latter is of capacity 0 being of 
codimension 3. The advantage of the assumption is that 
it makes 
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Pjl(t)E Z at some time (,-0]=0 

in view of the fact that the Brownian traveller does not 
meet sets of capacity 0; also, the projection Ii is just 
the identity, Ii = 1. 

Step 7: e(-tH) may now be expressed as 
[;_ exp( - tAl d(if(A) with a resolution of the identity ~ (A) 
(0,;; A < 00). The purpose of Step 7 is to evaluate the 
(self-adjoint) infinitessimal operator H = [;_Adli(A) on 
its domain D(H). Let D be any bounded region of R1, 
let G be its Green function [A[ Gldy = -fin D], and let 
h be a harmonic function. The statement is threefold: 
(a) U E D(H) is local! y of the form [G de" + h, (b) Hu 
=de"jdx+uV, and (c)H[u]:;:(u,Hu)=f RdlgraduI 2 

+ f R1U2 V < 00. Note that de" = - Audx for nice u and that, 
in any case, de" is independent of the domain D. The 
meaning of the statement will be clarified in the proof. 

Proof: (1 +H)-l maps L2(Rd) 1 : 1 onto D(H), with the 
implication that it is enough to identify Hu for u 
= (1 + H)-lj with j '" O. Now 

u(x)= J; exp(-f)exp(-fH)j(x)dt 

= J; exp(-I)E.[joI exp(-~)Idf 

=Ex fro exp(-f)joI exp(-~)dtl a.e., 
o 

in view of f;exp(-t)E[joI]dt <00 a.e. The right-hand 
expectation is now declared to be the prejerred version 
of u(x) for every x E Rtf. Let D and C be as above and 
let T be the exit time min[t: l(t) ¢: D], noting for future 
use the connection of G to the Brownian motion, 

forf'" 0 and xED. For XED - Z, PX<T < 00)=1 and 

u(x) + Gu(1 + V)(x) 

= u(x) + Ex[.( [1 + V 0 I(t) I dt 

EI<t) [J
o

ro 
exp( - s)f oI(S) exp[ -~(s)]ds n 

= u(x) + Ex [joT [1 + Vol(t) ]dt exp[t +~(t)] 

X J
t

ro 
exp( - s)f ° l(s) exp[ -j8(s)] ds] 

= u(x) + Ex [joT [1 + V oI(t) I exp[t +j8(t) ]dt 

x r exp(-s)jol(s)exp[-S8(s)]ds] 
T 

+EJJOT exp(-s)foI(s) 

xexp( -S8(s) ds r [1 + V 01(1)] exp[t +S8(/) Idtl 
o 

=E%[foT joI(t)dl] +EJexp[T +~(T)l 

x Jro exp[ - t -S8(1)]f ° l(t)dt] 
T 

= Gj + Ex[u ol(T)] 

whether the integrals are finite or not, the integrands 
being nonnegative, The final term h=E[uoI(T)] is 
either soo , or else it is <00 and harmonic in D; it is to 
be proved that the second alternative prevails. The 
point is that 
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u';; V=E.(Jro exp(-t)joI(t)dt] 
a 

and the latter being square-summable, Ex[VoI(T)] <00 
a. e. in D, provided Dis, e. g., a ball with center at 
the origin and almost any radius. The special choice of 
D makes no difference. The upshot is that 

u= C(j-u)-CuV+h=G(H- V)u+h a,e, 

with a bona fide harmonic function h, i. e" deu 

= (H - V)udx, as required in (b). The formula (c) for .the 
quadratic form H[u] is immediate: in detail, de"';; f dx, 
so 

the integrals being extended over the whole d-dimen­
sional space, provided either Jude" > - 00 or J u2 V dx 
< 00. But if7 0,;; f E C';'(Rd) and likewise V, then u E C';'(Rd) 
also, so that 

Ju deu=-JuAu=J Igradul 2
, 

and 

in particular, 

J 1 gradu 12",:; J uf,;; J j2, 

and now it is easy to see that even in the general case8 

u E Hl(Rd) and 

J 1 gradul 2 + J u2V=H[u] <00, 

The proof is finished. 

Sf ep 8 is to prove the converse: ij u E HI (Rtf) is 
locally of the form [Cde" +h, if de" +UV dx= vdx with 
vEL 2(R d ), and ij f 1 gradu 12 + [u2V < 00, then u E D(H) and 
Hu=v. 

Proof; Define f = u + v, This function should be 
(1 +H)u, so you expect u=(1 +H)-lf. Let w=(1 +H)-lj 
-u. Then 

deW +wV=j-(1 +H)-lj-V=-W. 
dx 

It is required to prove that w = 0 a. e. 

Technical assumption: The closure oj Z is now 
assumed to be oj volume 0; as for the first technical 
assumption, the present condition is satisfied by any 
realistic V. 

To continue the proof, fix x <t Z and look at.8(t) 
=exp[-I-S8(t)]wol(t). The identityde W jdx=-w(1 +V) 
implies that WE H1(Rd) is a classical solution of AW 

=w(1 + V) off Z. The moral is that.8 is a martingale for 
almost every choice of 1(0) = x: In detail, I does not 
meet Z at positive times, so.8(t)=y)(T) with a one­
dimensional Brownian motion I), 

T = JOT exp( - 2s) exp[ - 2$(s)] 1 gradw oI(s) 12 ds, 

and E. (.B] = 0 a. e. since 

E. [T]';; E.[fro exp(- 2s) 1 gradw oI(sWds] <"" a. e. 
o 
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The upshot is that.B2 is a submartingale for almost every 
choice of ~(O) = x, whence 

w2 t;; E[.82 (t)] t;; exp(- t) E. [w2 oIl 

t;; exp(- t)(41Tt)-dI2I1wll~ a, e. 

and w = 0 a. e., as required. 

To sum up: 

Theorem: Under the present assumptions (a) 0 t;; Vt;; "", 
(b) e(- V)EC(R d), (c) capZ=O, and (d) voIZ=O, HI 
=de'/dx +f V defines a nonnegative self-adjoint operator 
with quadratic form HU] = f 1 gracif 12 + ff2 V. 

3. EXTENSIONS 

The technical conditions (b), (c), and (d) can all be 
dropped: It is enough that Ot;; Vt;; "" be measurable. The 
proof becomes a little more intricate, but the only real 
difference is that Z and lor Z may have positive capaci­
ty and/or volume and~=limt'oe(-tH) may be <1. Now 
H = fo"'-;\. d(ii(;\.) with (ii( 00) = (ii, the vanishing of f E D(H) on 
Z appears as a boundary condition, HU] = f 1 gradf 12 
+ f f 2V, the integrals being extended over Rd - Z, and 
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H:f-de'/dx+fV, acting on functions that live off Z, 
is the natural candidate for - ~ + V. ~ could also be re­
placed by any reasonable elliptic operator on any rea­
sonable manifold M, provided only that the lifetime of 
the associated diffuSion be infinite, and even that is not 
really necessary. 

*Research was done at the Courant Institute of Mathematical 
Sciences and supported by the National Science Foundation 
under Grant NSF MCS 76-07039. 

IW. Faris, Self-adjoint Operators, Lecture Notes in Mathe­
matics, no. 433 (Springer-Verlag, Berlin, 1975). 

2B. Simon, Math. Ann. 201, 211-20 (1973). 
3e (x) stands for exp(x). 
4Ex(F) is the expectation of the Brownian functional F for paths 
starting at ~ (0) = x. 

5Px (E) is the probability of the event E for Brownian paths 
starting at 1(0) = x. 

6For details about the tied Brownian motion see G. Hunt, 
Trans. Amer. Math. Soc. 81, 294-319 (1956). 

1C';'(Rd) is the class of infinitely differentiable rapidly de­
creasing functions. 

8Hl (Rd) is the class of functions f with ff2 + f 1 gradf 12 < 00. 
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Relativistically rotating dust cylinders * 
C. V. Vishveshwarat and J. Winicour 

Department of Physics and Astronomy. University of Pittsburgh, Pittsburgh, Pennsylvania 15260 
(Received 22 October 1976) 

A previously derived method for obtaining the general differentially rotating dust metric is applied to the 
cylindrically symmetric case. The dust metric, the exterior vacuum metric, the matching conditions at the 
boundary, and the asymptotic behavior at infinity are worked out explicitly. As a special case, the 
solutions include van Stockum's rigidly rotating models. Inertial dragging effects are found to be enhanced 
when the angular velocity decreases outward so that the angular momentum is concentrated near the axis. 
In the extreme relativistic case, the null cones emanating from points on the axis develop a caustic surface 
at which they turn around and eventually refocus at the axis. However, this is associated with acausal 
behavior rather than horizons. 

1. INTRODUCTION 

This paper describes an application of the method 
developed in Ref. 1 for obtaining the general stationary, 
axisymmetric, rotating dust metric. According to that 
work, the general solution depends upon one arbitrary 
axisymmetric solution of the flat three-dimensional 
Laplace equation and one arbitrary function of one vari­
able which plays the role of a state function for the 
differential rotation. Once these functions are pre­
scribed, all other metric and matter variables are de­
termined by elementary operations, However, for most 
choices of the differential rotation state function, func­
tional relationships occur which are noninvertible in 
terms of simple analytic expressions. In such cases, 
various quantities, such as the density, are only im­
plicitly determined. 

In Sec. 2, we present a differential rotation state 
function for which all results may be expressed in ex­
plicit analytic form, We then specialize to the case of 
cylindrical symmetry in order to simplify the problem 
of matching the dust region to an exterior vacuum. The 
solutions thus obtained contain as special cases van 
Stockum's rigidly rotating cylindrical dust solutions 
matched to Lewis,3 cylindrical vacuum solutions, A 
fresh discussion of these vacuum solutions in terms of 
the present formalism is given in Sec. 3, In contrast to 
the global mathematical difficulties involved in the usual 
asymptotically flat case, in the cylindrical case the 
matching problem is reduced to a simple set of alge­
braic conditions, Although no known strongly gravita­
ting systems are even approximately cylindrically sym­
metric, the present model allows the effects of differ­
ential rotation to be isolated in a simple way, The global 
behavior and physical properties of the solutions are 
discussed in Sec. 4. Many interesting features are un­
covered which deserve further investigation, 

We adhere (with only minor changes as noted) to the 
formalism and notation of Ref. 1, which in turn was 
developed in Refs. 4 and 5. We assume enough fami­
larity with Ref. 1 to understand the notation of this 
paper. For convenience, we have summarized the rele­
vant i.deas of those papers in an Appendix. 

2. THE DUST SOLUTIONS 

In Ref, 1, the relevant field equations are reduced to 
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(2.1) 

where {3 and (l are related to the more physical quanti­
ties 7) and >jJ by 

(2.2) 

and 

(2.3) 

and where (l, (3, 7), and 11 are all mutually dependent 
functionally, A solution to Eq. (1) depends upon an axi­
symmetric solution W of the flat three-dimensional 
Laplace equation and a differential rotation state func­
tion 7)=7)(1/1), which gives (l =(l({3) through Eqs. (2.2) 
and (2,3), Given these, Eq. (2.1) may be integrated 
along an arbitrary curve to find {3 in terms of the con­
jugate harmonic coordinates T and (J for the 2-space of 
trajectories. If the i.ntegration curve is in the T direc­
tion, we have 

~(3T 2 + (l({3) =fT oW dT, 
o(J 

(2,4) 

All other relevant physical quantities can then be ob­
tained by elementary operations. In particular, 

(2,5) 

and 

161TT27)2>jJ-2 M= [Dm (;j]Dm(~2)_ 4T;4 (Dm1/J)Dm 1l (2.6) 

determine the angular velocity n and the dust density M. 

In this paper we concentrate on the particular state 
function 

(2.7) 

The procedure outlined in the preceding paragraph then 
leads to the following simple results: 

(3(~T2 + p.2) = f~ T ~~ dT - kp·2, 

7) = p.ltan8, 
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where k and ~o are integration constants and where 

8= ({H k)/2p. (2.13) 

The constant k is determined by the boundary condition 
1] = 0 on the axis T = O. The rigidly rotating solutions of 
van Stockum2 are obtained by taking the limit p - O. 
Both real and pure imaginary values of p are allowed 
corresponding to the respective cases for which Q de­
creases or increases for increasing 'I'}. For imaginary p, 
all measurable quantities are real when the trigonmetric 
functions are replaced by hyberbolic functions, i. e. , 

1) = ip-1 tanh (- i 9) = q-1 tanhx , (2.14) 

where p =iq and 8 = iX. The global behavior of the two 
cases, real or imaginary p, is markedly different as 
described in Sec. 4. Also note that Eq. (2.7) has been 
chosen so that IjJ = -Ion the axis. This could be easily 
generalized but that would not lead to any essential 
change. 

We now restrict ourselves to the special case of cy­
lindrical symmetry. The only Laplace solution w con­
sistent with such symmetry is W= ca, where c is a 
constant. However, it is easy to verify that the constant 
c does not play any measurable role, so without loss of 
generality we set c=O. Equation (2.9) then leads to 

!3=-k/(l +~p2T2). 

The Killing scalars A", are given by 

AU =~T2 cos2 9 _ p-2 sin2 9, 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

The expression (2.6) for the dust density J.l involves the 
metric for the space of traj ectories, which in harmonic 
coordinates has the form 

Equation (2.6) directly determines the scalar density 

Ii = h1/2 J.l = e20 /l. 

We find 

A 1 01 0 (f.l2 2) k2(1 - ~p2T 2) 
81T/l="2T OT I-'T = (1+~p2T2)3 (2.19) 

The integration procedure for determining cf> given in 
Ref. 1 leads to 

(2.20) 

In the usual stationary, axisymmetric, asymptotically 
flat case, the axial Killing vector is determined by the 
closed orbit condition and the timelike Killing vector 
T" is determined by the conditions T"T" = -1 and 
T"<I> ./<I>b<l>b = 0 at infinity. In the present case of station­
ary, cylindrical symmetry, <1>" is determined by the 
usual condition of closed orbits. However, it is more 
convenient to fix T" by the conditions TaT. = - 1 and 
T"<I> ./<1> b<l> b = 0 at the axis, in the sense of a limit. These 
conditions remove any transformation freedom of the 
form 

(2.21) 
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where A and B are constants, and ensure that observers 
on the axis who follow the T" traj ectories are locally 
nonrotating. The axis condition Aoo= -1 has already 
been incorporated in choosing the form of Eq. (2.7), 
The axis condition .\01/.\11 = 0 implies that 

(2022) 

It is interesting to compare our model with its 
Newtonian analog. The relevant Newtonian equations are 
(setting G=c=l): 

and 

!. ~ (r OA)=41T/l 
r or \' or 

0.\ =Q2r 
or ' 

where A is the Newtonian potential, r is the distance 
from the rotation axis (in the Newtonian limit T2 - 2r2), 
and ~ is the angular velocity, which according to (2.12) 
has the radial dependence 

Q=~o/(l +p2r 2). 

These equations combine to give 

4 1 0 ( 2 2) 2Q5 
1TJ.l=; or ~r = (1+p2r 2)2' 

which is the Newtonian analog of Eq, (2,19), However, 
we see that in the relativistic case it is - ~", not ~, 
which determines the mass density, Only in the rigidly 
rotating case does Q = - ~J3, In the presence of differ­
ential rotation, the relationship between J3 and Q is 
quite complicated. 

3. THE EXTERIOR 

The vacuum equations for the Killing scalars are4 

Dm(T -1DmA,,) = 7"'3.\" (DmAB)DmAjlo 

An equivalent set of equations are 

DmD T=O 
m 

and 

Dm(T'YI"DmyBJ ) = 0, 

where Y", = T-1
.\"" so that 

y"'y", =-1. 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

We take advantage of Eq. (3. 2), as in the cas e of the 
dust solutions, to introduce T as a harmonic coordinate. 
For cylindrical symmetry, Eq. (3.3) becomes 

(3.5) 

where a dot indicates a derivative with respect to 10gT. 
Hence, we may set 

(3.6) 

Here b must be constant due to the normalization condi­
tion (3.4). 

For b2 > 0, the solutions are 

Y",=A",Tb+B",T-b, 

where A .. and B a are constants satisfying 

A",A'" =B",B'" =0, A",Ba=-~. 

C.V. Vishveshwara and J. Winicour 

(3.7) 

(3.8) 

1281 



                                                                                                                                    

In terms of an integration constant C, the harmonic 
form of the 2-metric is determined by 

The corresponding curvature scalar /~ for the 2-mani­
fold of trajectories is given by 

(3.10) 

In the asymptotically flat vacuum case, the Killing vec­
tors T a and <l>a are associated with surface independent 
integrals which define, respectively, the total mass and 
angular momentum of the interior, Detailed formulas 
are given in Ref. 5, In the present cylindrically sym­
metric case, the relevant quantities are the mass and 
angular momentum per unit value of z (a= f2 z), ob­
tained by factoring out the integration along the direction 
of cylindrical symmetry a. They are given by 

and 

j = t T -
1

(AUAol'T - AOIAu'T) = tb(Ao1 Bll - AUBOl). (3.12) 

The solutions (3,7) and the analogous solutions for 
b = 0 and b2 < 0 (b pure imaginary) are the stationary 
cylindrical vacuum solutions found by Lewis, 3 They 
form a 4-parametric set of solutions 0 In matching them 
to the dust interiors, Y", and Y "',T must be continuous 
across the interface, Since Y", has only two independent 
components, this constitutes four matching conditions 
so that the exterior is uniquely determined by the dust 
interior. Of course, we must also require that T be 
smoothly continued across the interface to ensure the 
smoothness of the harmonic coordinate system, This 
fixes the constant C in Eq, (3.9). 

Flat space corresponds to 

b=l, A",=(~ ~), and B",=(~1 ~), (3.13) 

Another simple example is the static vacuum solution 

A",=(~l ~), B",=(~D1 (3,14) 

with b arbitrary, It corresponds to the Weyl, Levi­
Civita solution whose source is an infinite rod of linear 
denSity tb. It thus corresponds to the infinite mass 
cylindrical limit of the augmented Schwarzschild solu­
tion discussed in Ref. 6, The special case b=l cor­
responds .to a cylindrical limit of the Schwarzschild 
solution. 

The two cases, (3,13) and (3,14), are representative 
of the two general categories in which vacuum solutions 
with b2 > 0 fallo These two categories arise from the 
(+ - -) signature of the metric G",a for the space of 
Killing scalars. The null vector P"', such that pot Aot 
gives the norm of the rotational Killing vector, is in­
variant under the freedom indicated in (2.21). Using the 
conventions of Ref. 1, with the notational change of Rot 
to pot, we have 

pot = (g~) and P", =(~ g)o 
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We let pot define the future null cone of Gaa . According 
to (3.8), Aot and Ba are null vectors belonging to op­
posite null cones. Hence, the solutions are character­
ized by whether Aot is future directed as in (3.13) or 
past directed as in (3.14). 

The future directed cases with b2 > 0 are clearly of 
most immediate physical importance because they are 
continuously related to the flat space case, Therefore, 
they typify the exterior when the dust interior is not 
extremely relativistic 0 In the cases b2 < 0, the Aot have 
sinusoidal dependence on 10gT, Consequently, as T in­
creases All goes through zero and negative values cor­
responding to closed null and timelike curves. This 
suggests that these solutions are unphysical in the 
sense that such acausal behavior would not be expected 
if the extension of the dust region in the a direction 
were large but finite. 

In the transitional case b = 0, the description in terms 
of (3.7) is again pathologicaL In that case, we have 

'Y ot = Cot + D a 10gT, 

where 

1 + CaCot = caDot = DotDot =0. 

4. GLOBAL PROPERTIES 

We now consider the match of a dust interior to a 
vacuum exterior across a given boundary T= 21/2R 
(where the factor 21/2 is included to facilitate compari­
son with the Newtonian limit)o For definiteness, we 
assume that no is nonnegative and that either p is non­
negative or P=iq where q is positive. We also assume 
the locally nonrotating axis condition (20 22lo Our re­
sults are written for the case of real p but they may be 
translated to the imaginary case by direct substitution, 

The matching procedure described in the last section 
goes through in a straightforward way to determine the 
exterior parameters directly in terms of the three 
dust parameters Qo, p, and R, For the case b2 >0, this 
is accomplished by inserting (2. 16)-(2, 18) into the 
vacuum identities 

(4.1) 

Tb ) 1 1 B = - - [A - (1 + b T- Aot , ot 2b ot,T (4,2) 

and 

(4.3) 

Two particularly important results are 

(21/2R)1-b ( (1 _ b)1/2S i ne) 2 
A = (1 + b)1/2 cose - pR 

11 4b 

(4.4) 

and 

(4.5) 

where 
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Expressions for some of the other exterior parameters 
become quite lengthy and are not of much interest. We 
will give such expression only as the need arises in the 
following dis cussion. 

In the limit R ~ 0, e - 0 and Eqs. (4.1)-(4.3) give 
b-1, and A" and B" approach their flat space values 
(3.13), as expected. The leading terms of order R2 
describe Newtonian behavior. We are interested in 
relativistic effects occurring for large R. 

We must first ascertain the constraints on R imposed 
by the physical conditions 1jJ<0 and 0 "" D. < 00. Equation 
(2.11) guarantees that the 'iJ condition is always satisfied. 
With the use of (2.19), the D. condition becomes 

(4.7) 

This includes both the real p and imaginary p cases. 
Also note that D. = 0 if no= 0 so we can assume that no 
is positive. 

We now consider the three related questions: Is A" 
future null directed? Is Au positive off the axis? Must 
b2 be positive? Let us first assume that b2 is positive 
so that (by convention) b is positive. According to (4.5), 
we must always have b2 

"" 1 so the present assumptions 
imply that 

(4.8) 

Then (4.1) immediately gives Au"" 0, so that A" is either 
a future directed null vector or zero. The latter pos­
sibility can be ruled out by the inequalities (4.7) and 
(4.8). This result is easy to understand by using (4.1) 
and (4.3) to interpret A", and b as functions of i,A,,(i), 
and b(i), throughout the interior. At i=O, A,,(O) is a 
future directed null vector and b (0) = 1. By the form of 
its definition, A,,(i) is automatically a null vector if 
b(i) > 0, so that by continuity 4.(i) must remain future 
directed as long as b(i) remains positive. But according 
to (4.5), b(i) is a decreasing function of i, as long as 
the positive denSity condition (4.7) is satisfied. There­
fore, if b is positive on the boundary then b( i) cannot 
vanish in the interior and by continuity A", (i) must be 
future directed in the interior and on the boundary. 

Next 'we consider All under the same assumption b2 > O. 
In the neighborhood of the axis, Au'" Au i 2 ~ O. Inside 
the dust, we have 

(4.9) 

where b is again to be interpreted as a function of i. The 
inequality (4.6) now ensures that All •

T 
> 0 for T> O. 

Consequently, not only must Au be positive, but in addi­
tion the circumference of the orbits of .pa must increase 
monotonically with T, inside the dust. When b2 > 0, 
there are no timelike or null orbits either inSide or out­
side the dust. Similar considerations hold in the limiting 
case b =0. 

It is clear that there are no physical constraints on 
the dust which rule out the possibilities b2 = 0 or b2 <0. 
Van Stockum2 already recognized this surprising cir­
cumstance in the cas e of rigid rotation. For the b2 < 0 
solutions, All initially increases as T increases out­
ward from the axis. However, as explained in Sec. 3, 
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AU must eventually return to zero at some positive 
value 1= i e • Consider the null hypersurface generated 
by null geodesics, with tangent vectors la, which eman­
ate from a point on the axis. At the axis, .pa = 0 so that 
la.p a = O. Since la.p a is constant along the geodesics, la 
and .pa must be parallel at Ie where .pa is nulL (The 
possibility .pa=o at Ie is ruled out because .pa=o implies 
1= 0.) The points I = Ie are caustic points of this null 
hypersurface. They are also turning points for the null 
geodesics. After reaching Ie' the null geodesics con­
tinue in the direction of decreaSing T and eventually 
refocus at the axis. (Van Stockum2 identified all the 
caustic points T=Te on a .p-orbit as a single point anti­
podal to the axis. However, that construction is im­
proper since .pa*O at Ie') The hypersurface i=ie is 
timelike and therefore not a horizon. An analogous 
situation occurs in the GodeF universe, which has a 
higher degree of symmetry than being considered here. 

The cas e b = 0 can be characterized by an infinite 
relative angular velocity between locally nonrotaUng ob­
servers at i=O and at i=ie. Although such drastic 
behavior is not expected in the case of bounded sources, 
analagous dragging-of-inertial-frame effects do occur 0 

It is useful, therefore, in our present model to ask 
whether differential rotation might enhance such effects. 
To approach this question in an unambiguous way, we 
consider j, R, and p to be the three parameters deter­
mining a dust model with b2 >0. Except for constant 
scale changes, these parameters, as well as b, are 
independent of transformations of the type (2.21). A 
straightforward calculation based upon (3012) gives 

4j = 2e[~ (1 + tan2e) _ tane] (4
0
10) 

R cos pR p2R2 pR' 

Where, according to (4.5) 

e =~pR(l _ b2)1/2. 

Thus, (4.10) implicitly determines the function b(j, R, pL 
For fixed angular momentum per unit length j and 
boundary R, we now ask whether b is an increasing or 
decreasing function of l. To Simplify this question, 
we expand (4.10) about the rigid case p=O, 

1[= (1- b2)3/2[1_ p2R2(5 _ b2)/12] + O(p4). 
R 

(4.11) 

For fixed j and R, it is clear from (4.11) that b2 de­
creases as p2 increases from zero. Correspondingly, 
in the case of imaginary p, b2 increases as p2 de­
creases. Positive p2 represents differential rotation for 
which the angular velocity decreases outwards from the 
axis. Hence relativistic effects are enhanced (smaller 
b2

) as the angular momentum is concentrated close to 
the axis. 

This result takes on a more natural form when the 
parameter b is related to the mass per unit length. Up 
to now we have adopted the convention that T a coincides 
with the 4-velocity of a locally nonrotating observer at 
the axis. In the case b2 > 0, it is more meaningful to 
consider the mass per unit length M* based upon a 
Killing vector field T*a which is locally nonrOtating at 
infinity. Ta and T*a are related by a transformation of 
the type (2.21L The Killing scalars in the T*'" frame 
satisfy 
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Lim(At,/At,) = O. 
T·oo 

According to (3.7) and (3.8), this implies 

At, = Ato = 0 and Atl Bto = - i . 
Since b is an invariant, Eq. (3.11) then directly gives 

m*=Hl-b). 

Decreasing values of b correspond to increasing values 
of the mass per unit length measured in a locally non­
rotating frame at infinity. 

The enhancement of relativistic effects by the con­
centration of angular momentum can now be understood 
in terms of the repulsive interaction between co rotating 
matter loops. Such forces due to the gravitational 
coupling between sources of angular momentum have 
been described in other contexts. Mashoon,B Wald,9.lo 
and Tod, de Felice, and Calvanill have discussed the 
interaction of spinning test particles with the gravita­
tional field of rotating sources. Hawkingl2 has investi­
gated the interaction between two rotating black holes. 
All these investigations indicate that the interaction is 
analogous to that between two magnetic dipoles, except 
for an overall minus sign in determining the direction 
of the force. Our present results are completely con­
sistent with this picture. The interaction between co­
rotating dust loops is repulsive and leads to a mass in­
crease as the angular momentum is concentrated in the 
core. 

From a heuristic order-of-magnitude point of view, 
the critical case b=O corresponds to a rotating column 
of length L and mass M such that L = 4M*. Thus ex­
treme relativistic effects associated with angular mo­
mentum are to be expected for roughly the same con­
centrations of matter as necessary for the formation of 
a horizon in the nonrotating case. However, the results 
of this paper indicate that the physical nature of these 
effects might be radical, tending in extreme cases to­
ward the onset of acausal behavior rather than horizons. 
However, recent results of Tipler'3 indicate that the 
actual formation of closed timelike lines must be as­
sociated with a breakdown of asymptotic flatness. 

APPENDIX 

Here we summarize the formalism for dust space­
times with a time-translation Killing vector Ta and a 
rotational Killing vector cpa. The three independent 
Killing scalars are denoted by A AB' where Aoo = TaT a' 

AOl = Tail> a' and All = cpacp a' These are written as vectors 
A" in a three-dimensional space, where a represents a 
symmetric index pair (AB). The natural metric G"8 on 
this space arises from the invariance of r, r '" 2X~, 
- 2XooA11 "'- G"8A",AS '" - A "'A", under unimodular linear 
transformations of Td and cpa. For systems rotating with 
angular velOCity 0, one important transformation of this 
type is 
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With respect to the transformed basis, G"B has the de­
composition 

G",B=2P<"SB l_ 2N<"~: 

where 

The associated Killing scalars are If!=S"'X", 1] = Notx", 
and All =P"X", so that 

T2=21]2 -2l)lXll . 

In the Newtonian limit, (1 + If!) gives the geopotential 
function for a rotating fluid and 1] gives the specifiC 
angular momentum density. 

For dust, T is a harmonic function on the 2-space of 
Killing traj ectories (the pz plane in the Newtonian limit). 
We use T and its harmonic conjugate a as coordinates for 
the 2-space, so that its metric takes the harmonic form 

In terms of this coordinate system, 1] and If! constitute 
a complete set of unknown Killing scalars. Their solu­
tion is obtained from an auxiliary potential w by means 
of the quadratures described in Eqs. (2.1)-(2.3). The 
asterisk in (2.1) denotes the dual operator with respect 
to the alternating tensor Eab associated with hab • Because 
of the conformal invariance of these equations, the con­
formal factor e2~ does not enter at this stage. After 
solving for the Killing scalars, ¢ is determined by a 
further quadrature, which leads to Eq. (2.20) for the 
dust model of this paper. 
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On the integration of the differential equations of five­
parametric double-hypergeometric functions of second order 
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Solutions of the differential equations associated with Appell's hypergeometric function F2 (a.b l.b2.CI.C2; 

X I.X2) are obtained by considering them as a Laplace transform of a product of two confluent 
hypergeometric functions. Since these differential equations may be transformed into the equations 
associated with Appell's function F 3(a.b l .b2.CI'C2; X I,X2) and Hom's function Hla.b.c.d.e; XI.X2)' 

these equations are solved simultaneously. A set of 36 distinct solutions in terms of six types of series is 
given. This set is the smallest set which accounts for the general behavior of any of the three double­
hypergeometric second order functions F2• F3• and H2• Various representations of the solutions in terms 
of series and integrals are given as well as connections between the solutions which continue the functions 
analytically. 

I NTRODUCT ION 

Appelll has defined certain hypergeometric double 
series as generalizations of the ordinary hypergeometric 
function 2Fl' Perhaps the series 

F 2(a, bl , b2, cl> ca; xl> xa) 

- t (a)m+n(bl )m(ba)nxix2 I xII + I x
2

1 < 1, 
- m,n=O (cl)m(C2)nm! n! ' 

is the one that has attracted most interest by physicists. 
For special values of the parameters analytic continua­
tions of the series were derived by Alder et aL a in a 
general review of Coulomb excitation of nuclei. In cal­
culating the inelastic scattering of high energy electrons 
by nuclei, Reynolds et al. 3 studied the function for gen­
eral values of the parameters. They derive, when it 
exists, the value of the function in the point (1, 1). A 
result for a general F2 series in the neighborhood of 
the singular point (1,1) was given by Olsson4 and 
Almstr5m and Olsson. 5 This analytic continuation was 
rederived by Hahne6 who used Mellin-Barnes types of 
integral representations. In Refs. 4, 5, and 6 the F2 
function is given in terms of two or four functions which 
are solutions of the differential equations associated 
with the Fa function. In more general applications than 
those mentioned the behavior of the function over wider 
ranges will be needed. Information of this kind can be 
obtained from a sufficiently large set of solutions since 
the differential equations of the F 2 function have only 
four independent solutions. A set of solutions in which 
there are for every singular point four independent solu­
tions explicitly manifesting the singular behavior would 
account completely for the behavior of the general solu­
tion. This is more than can be achieved for hyper­
geometric differential equations of more than one vari­
able but a set giving the maximum information may be 
selected without being unduly large. 

In Sec. I we derive in a simple way solutions in terms 
of six types of functions. These are selected in a cer­
tain systematic way. It is also shown how further solu­
tions in terms of these functions can be obtained. 

In Sec. n we derive transformations of the solUtions, 
which enables us to select distinct solutions, and in 
Sec. III we select. a set of 36 distinct solutions among 
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the solutions obtained. We also discuss to what extent 
solutions in this set account for the behavior of the gen­
eral solution. 

Finally we give, in Sec. IV, various series and in­
tegral representations of the solutions and some analy­
tic continuations. 

I. SOLUTIONS 

Appell has shown that the two linear partial differ­
ential equations associated with the function 
Fa(a, bl> ba, Cl, Ca; Xl, Xa) have four independent solutions 
only and he derived a set of linearly independent solu­
tions in terms of this function 

Fa(a, bl> ba, Cl, ca; xl> xa), 

xt-cl F a(a - Cl + 1, bl - Cl + 1, ba, 2 - Cl, c a; xl> x z), 

X~-C2 Fa(a - c a + 1, bl> b2 - c 2 + 1, cl> 2 - ca; xl> xa), 

xt-cl x~-ca Fz(a - Cl - Cz + 2, b1 - Cl + 1, ba - ca + 1, 

2-Cb2-ca; Xl>X 2), 

For details we refer the reader to the monograph by 
Appell and Kampe de Feriet, ReL 1. 

It is easily verified that, when the integral exists, 

Fa(a, b1 , ba, cl> ca; xl> xa) 

X IF t (b 2, c2; xar) dr, 

by expanding the confluent functions 

(1) 

(2) 

(3) 

and by integrating term by term. By substituting r - sr 
and xs -x we see that the Fa function is the Laplace 
transform of a product of two confluent hypergeometric 
functions_ 

The second order differential equation associated with 
the function IFl(b, c; z) also has the solution 
Zl-c IF1(b - C + 1,2 - c; z). 7 If one or both of the functions 
in the integrand in (2) is replaced by this solution we 
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obtain the remaining F2 functions in (1). The conclusion 
is that the integral 

(4) 

is a solution if gl and g2 are arbitrary confluent hyper­
geometric functions with parameters bl> Cl resp. b2, c2 • 

Kummer (Ref. 7, p. 253) has shown that the function 
lFl allows a transformation 

(5) 

which, applied to the functions in (2), gives the follow­
ing transformations of the function F2 (Ref. 7, p. 240): 

= (1- X2)-a F2 (a, bl> c2 - b2, cl> c2; -1 Xl '~1) 
- x2 x2 -

= (1- Xl - x2)-a F2 (a, Cl - bl , c2 - b2, Cl, C2; 

Xl X2) (6) 
Xl +x2-1' Xl +x2-1 • 

From these transformations and the symmetry of the 
F2 function with respect to permutation of indices 1 and 
2 it follows that if Z(a, bb b2, Cl, C2; xl> x2) is a solution 
the following functions are also solutions: 

Z(a, b2, bb c2, Cl; X2, Xl), (7a) 

xt-clZ(a - Cl + 1, bl - Cl + 1, b2, 2 - Cb C2; Xl, X2) etc. 
as in (1), (7b) 

etc. 

as in (6), (7c) 

since the general solution is a linear combination of 
the four solutions in (1) which transform among them­
selves under the substitutions indicated. 

We next use (4) to obtain further solutions and choose 
for g(z) one of the following cases: 

(8) 

where 'l'(b, c; z) is a confluent hypergeometric functions 
defined, e. g., by 

'l'(b, c; z) = r~b) 1~ exp(- zt) t b
-

l (l + W-b
-
l dt, 

Rez > 0, Reb> 0, 

and 'l'~(b, c; z) is its asymptotic expansion, 9 

'T'~(b . ) _ _ b;" (b)n(b - C + l)n(- z)-n 
... ,C, Z _z LJ ! 

n=O n 

(9) 

(10) 

With these choices for g(z) we obtain, as we shall 
see, six types of solutions forming a set with a certain 
completness which will be discussed in more detail 
below. 

In particular, if we put b2 = 0 the function F2 reduces 
to the ordinary hypergeometric function 2F l(a, bb Cl; Xl) 
and we obtain all the solutions and transformations of 
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the solutions of the differential equation associated with 
the latter function from (4), (5), and (8). This is the 
reason for the choice (8). 

Let us begin with the integral 

(11) 

If the asymptotic expansion (10) is used in the inte­
grand the integral does not exist. Formal calculations, 
however, easily give us a double series which is the 
Appell function F3 10 

-b1 -b2 ~ (b l )m(b2)n(bl - Cl + 1)m(b2 - c2 + l)nXimXi n 
Xl X 2 LJ 

m,n=O (bl +b2-a+1)m>nm !n! 

=Xiblx;b2F3 (bl , b2, bl - Cl + 1, 

b2- C2+ 1, bl +b2- a+ 1;.!, .!). 
Xl X 2 

(12) 

The series converges when IX11>1 and IX21>1 and 
is a solution of the equations of the F2 function, since 
it can be expressed linearly in terms of four F2 func­
tions which in this case are the functions in (1). The 
connection can be derived from a Mellin-Barnes type 
of integral representation of the F3 function by evaluat­
ing the integral as a sum of residues. The result may 
be found in Ref. 7, p. 241. 

Next treating the integral 

(13) 

convergent for sufficiently small IXll and large IX21. 
This function was introduced by Hornll who investigated 
functions of order two. Horn found that there is, be­
sides the Appell functions F2 and F3, one more series 
of order two with five parameters which is just the 
series (13). Following Horn's notation we write it 

(14) 

It is known that this function can be expressed linearly 
in two F 2 functions12 which in this case will be two of 
the functions in (1), which proves that it is a solution. 
This connection will be derived in Sec. IV. 

The integral 

(15) 

exists when Re(a - c2 + 1) > 0 and I Imxl I < 1. If we ex­
pand the 1 F1 function, introduce the integral represen­
tation (9) and integrate over r we obtain a series of in­
tegral representations of 2Fl functions. Expanding the 
latter functions we obtain, after a suitable transforma-
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tion, the series13 

Fp(a, b1, bz, Cl, cz; Xl, XZ) 

-a is (a)m+n(a - Cz + l)m+"(bl )m 
= X

z m •• =O (a + bz - C2 + 1)m+,,(c1)mm! n! 

Since the derivation is no longer formal the series 
is a solution. It is of the third order and is thus not 
found in Horn's list (Ref. 7, p. 224). 

In dealing with the integral 

(16) 

similarly, we obtain, but now after formal calculations, 
the series14 

FQ{a, b1 , bz, Cll C 2; Xl, X 2) 

xG:) m C ~2XZ) " (18) 

which series converges when Ixz/xll and 11-1/xz I are 
sufficiently small. 

Since the derivation of the series is formal we must 
prove that the F Q function is a solution .. The proof may 
be found in Ref. 14, but may also be found in Sec. IV. 

Finally we consider the remaining case 

FR(a, bll bz, Cl, cz; xll xz) 

(19) 

This integral exists when Re(a - Cl - Cz + 2) > 0 and is 
thus a solution. Introducing (9) for the two >It functions 
in the integrand we obtain after integration over r 

FR(a, bl , bz, Cll Cz : Xl, Xz) 

r (a) /' ~ f~ lbl-l tbz-l (1 + I )Cl-Dl-l 
r (bl)r(bz) J 0 J 0 1 20 1 

x (1 + Iz)Cz-bz-l (1 + llxl + 12x2>-a dtl dl z, 

converging with suitable restrictions on the parameters. 
We next expand 

(1 +tlxl + t zX2>-4 =£ (a) I' (Xlxztllz)' (1 +llxl)-a-"(1 +tzxz)-a-., 
.=0 n 

and integrate termwise, assuming Rexl and Rexz are 
both positive. This gives 

FR(a, bl , bz, Cll cz; xl> xz) 

1287 

r(a) i (a)Ax~;:~ tbl+"-l 
r(bl)r(bz) "=0 n! 0 1 

x (1 + Il)Cl-bl-l (1 + tlXl)-a-. dtl foe I~Z+·-l 
X (1 + t2jCZ-bZ-1(1 + lzxz)-a-. dtz 

r(a)r(a - Cl + 1)r(a - Cz + 1) l-C1 l-c 

= r(a + bl - Cl + 1)r(a + bz _ Cz + 1) Xl Xl. 20 
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(20) 

since the occurring integrals are integral representa­
tions of zFl functions. The series converges for all Xl 
and xl., with the possible exception Xl and/or xz=O, 
provided Re(a - Cl - Cz + 2) > O. This follows from the 
estimates of the zF1 functions for large values of n, 15 

zF1 (a, b, C + n; z) = 1 + 0 (~), 
and 

(a).(bl)"(bz). o( 1 ) 
(a + b1 - C1 + 1).(a + b2 - Cz + l)"n! = na-C1-c2+3 ' 

Since the zFl functions in (20) are analytic functions 
of xll resp. xz, except for cuts along the negative real 
axes the F R function is a regular function of Xl and Xz 
except on these cuts. Note that the series converges 
on the cuts, except, possibly, at the origin. The func­
tion is then regular in a neighborhood of (1,1) and can 
be expanded in powers of 1 - Xl and 1- xz. The expan­
sion is obtained simply by expanding the zFl functions 

;.. (a) .(b )"z' 
zFl(a,b,c;z)=u () , ' 

.=0 c.n. (21) 

and by summing over n, which givesl6 

FR(a, bl , bz, Cll Cz; Xl, X2) 

r(a)r(a - Cl + 1)r(a - Cz + 1) l-c l-c 

r(a+b1 - cl+1)r(a+bz-cz +1)Xl lXz 2 

X t (a - Cl + l)m(a - C2 + 1)n(bl - Cl + 1)m(bz - Cz + 1)" 
m,'=O (a + bl - Cl + 1)m(a + bz - Cz + 1)"m! n! 

(22) 

The series converges now when 11 - Xl I < 1 and 11 - xzl 
< 1, provided Re(a - Cl - c2 + 2) > O. It is not hyper­
geometric in the ordinary sense since the terms contain 
a hypergeometric series of unit argument which cannot 
be summed. This series is 

(23) 

which series converges when I z I < 1 and for z = 1 pro­
vided Re(bl + bz - ~ - az - a3) > 0, which is just the con­
vergence condition in (22). 

From (4) and (8) we have now derived solutions in 
terms of all five-parametric second order hypergeo­
metric functions but we also obtained solutions in terms 
of third order functions (Fp and FQ) and a nonhyper­
geometric function FR' With the aid of (7) further solu­
tions may be derived. In order to distinguish title solu-
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tions we shall next investigate the transformation prop­
erties of the solutions. 

II. TRANSFORMATIONS 

As we have seen the transformations (6) of the func­
tion F z followed directly from (4) and (5L Since the 
function ,y(b, c; z) also allows a transformation (Ref. 7, 
p. 257), 

,y(b, c; z) = zl-c,y(b - C + 1, 2 - C; z), (24) 

all solutions derived here may possess transformations. 
However, since ,yOO(b, c; z) is invariant under (24) we 
obtain no transformation of the F3 function derived from 
(11) and no transformations of this function are known. 
For the remaining four functions we expect to find 
transformations. Applying the Kummer transformation 
(5) to the integrand of the integral which lead to the Hz 
function (13) we obtain a transformed Hz function, which 
is easily proved to be the original function. The result 
is 

XibzHz(a - bz, bl , bz, b2 - Cz + 1, Cl; xl> - l/xz) 

= (1- Xl)bZ-·xibZHz (a - ba, Cl - bl , ba, 

b l' Xl Xl - 1) z-c2 + ,Cb -'--1' -- , 
'\1 - X z 

and no other transformation is found. 

For the Fp function we obtain the following trans­
formations and identities: 

Fp(a, bl , b2, Cl, c2; xl> x2) 

=x~-C2Fp(a - c2 + 1, bl , b2 - c2 + 1, Cl, 2 - Cz; Xl, X2) 

= (1- xl)-·Fp (a, Cl- bl> bz, cl> c2; ~1' -1 x 2 
) 

Xl - - Xl 

(25) 

(26) 

For the F Q function we obtain the following identities14 

for which, as is readily checked, (18) is invariant: 

FQ(a, bb bz, cl> c2; xl> xz) 

= xt-clFQ (a - Cl + 1, bl - Cl + 1, b2, 2 - Cl, C2; Xl, X2) 

=x~-czFQ(a - Cz + 1, bl> bz - c2 + 1, Cl> 2 - Ca; Xl, Xz) 

=xt-clx~-CzFQ(a - Cl - C2 + 2, bl - Cl + 1, 

b2 - c2 + 1,2- Cl, 2- cz; xl,XZ). (27) 

The identity transformations (27) are the transforma­
tions we expect to find for the F R function defined by 
(19); the correctness of the expectation is easily veri­
fied from this integral representation. We may then 
transform the series expansions (20) and (22) whereby 
the rather restrictive convergence condition is relaxed. 

III. THE SET OF SOLUTIONS 

Weare now able to select a set of distinct solutions 
and, as we shall see, we have in fact derived a set of 
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36 such solutions. From these solutions the singular 
points of the differential equations associated with the 
Appell function Fz(a, bl> bz, cl> C2; Xl, Xz) are easily 
obtained, 

xl=O,l,oo and/or X2=0, 1,00 and/or Xl+X2=1. 

(28) 

Here Xl = 00 means I Xl I = 00. That there are no other 
singular points follows if the set of solutions is suffi­
ciently complete, which is our claim. From a theorem 
in Ref. 1, p. 45 it follows that if (Xl, Xz) is not in the 
set (28) there exists a solution, regular in a neighbor­
hood of the point, with arbitrarily prescribed values 
at (Xl' Xz) of its first order derivatives, the derivative 
aZ /axl ax 2 and of the solution itself. Then the set (28) 
includes all singular points. 

We shall next investigate the general solution in the 
neighborhood of singular points. It will suffice to in­
vestigate the intersections of the singular manifolds in 
(28) since the solutions defined in these neighborhoods 
should cover the space. We may have to use transforma­
tions to accomplish this. The singular intersections are 
of two kinds: the points (0,0), (0,00), (00, 0), (1,00), (00, 1), 
(1,1), which are intersections of two singular mani­
folds [the point (0,0) is the intersection of (0, xz) and 
(Xl> 0) where Xl and Xz are arbitrary, etc.] and the points 
(0,1), (1, 0), and (00,00), which are intersections of three 
Singular manifolds. Due to (7a), solutions in a neigh­
borhood of (xz, Xl) are obtained from the solutions in 
a neighborhood of (Xl, X 2) by permuting indices. There 
are then six neighborhoods to take into consideration. 

We begin with the intersections of two Singular mani­
folds. The general solution in the neighborhood of (0, 0) 
is a linear combination of the four solutions (1) in terms 
of the function F 2, which explicitly manifests the sin­
gular behavior at the point. 

The linear combination is clearly a function regular 
in a neighborhood of any point sufficiently close to the 
origin (but not the origin) and can satisfy four condi­
tions in agreement with the theorem mentioned above. 

Next turning to the neighborhood of (0,00) we take the 
solution (14), 

and the one obtained from it with the aid of (7b), 

xt-clXibzH2(a - b2 - Cl + 1, bl - cl + 1, bz, 

b2 - C2 + 1, 2 - Cl; Xl, - 1/x2 ), 

and the two Fp solutions 

(29) 

obtained from (16) with the aid of (7c). These four solu­
tions are evidently linearly independent and account 
explicitly for the behavior of the general solution. 
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In the neighborhood of (1,00) we use the two functions 
(30) which are power series in X l /X2 and 1/x2, the solu­
tion (18) with indices permuted, 

and 

obtained from (12) and (7c). These four functions are 
obviously independent and account completely for the 
behavior of the general solution near (1,00). 

(31) 

The series (31) converges near (1,1). Interchanging 
indices we obtain another solution converging in this 
neighborhood. The remaining two solutions are found 
among the nonhypergeometric functions. We have al­
ready derived the solution (22) from which we obtain 
the solution 

(32) 

The last two solutions are both regular at (1, 1) but 
it is not quite obvious that they are distinct solutions. 
This is, however, the case as will be shown in Sec, IV, 

There remains now to deal with the intersections of 
three singular manifolds. We cannot expect to find ex­
pansions convergent in the entire neighborhood of these 
points for all four independent solutions since this is 
not the case in the corresponding situation for the sim­
pler Appell function Fl (a, bl> bz, C; Xl, X 2). 17 

There are, however, two solutions convergent in the 
neighborhood of (0, 1), 

Fp(a, bl , bz, cl> cz; xl> x z), 

Xi-ClFp(a - Cl + 1, bl - Cl + 1, ba, 2 - Cl, C2; Xl' X2). (33) 

When Ixd(l- x 2 ) 1<1 the following two Ha solutions, 
obtained from (29) and (7c), are convergent: 

x~-CIX~z-Cz(l _ X
2

)C2- ba+cl-a-l 

XH2(a+b2- Cl- c2+ 1, bl - Cl +1, cz - bz, 1- ba, 2- Cl; 

~ l-X2 ) (34) 
l-xz ' x 2 • 

When I xd(l- x 2) I> 1 we use the solution (31) with 
indices permuted and the solution 

which is a series in powers of Xl/X2 and (l-x2)/xl • 
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(35) 

When IXl/(I- xa) 1= 1 we transform the two Hz functions 
in (34) and obtain series in powers of Xl/(Xl + x2 - 1) and 
(I-XI-Xz)/Xz, which converge if Ixt!(x1 +xa-l)1 < 1, 
provided (Xl> xz) is in a sufficiently small neighborhood 
of (0,1). 

When I Xt!(Xl + x2 - 1) I > 1 we may use the solutions 

xtl-clx~2-Ca(l_ Xl _ X2)Cl-b2+Ca-b2-a 

and 
(36) 

(37) 

In case Ix1/(I- X z) 1=lxt!(Xl +xz-l) I = 1 the conver­
gence depends on the parameters. 

In the set of distinct solutions given in Sec. I, or de­
rivable from them with the aid of (7), there now re­
main four types of solutions not used so far. These 
are the Fs solution (12), the FQ solution 

(38) 

and the two F R solutions 

(39) 

The Fs solution (12) converges in the entire neighbor­
hood of (00,00). When IX21<lxll and IXll and IX21 are 
sufficiently large the solution (38) and the two Fp solu­
tions in (30) with indices permuted are three more con­
vergent solutions. In case IX21 > IXll we obtain solutions 
by permuting indices, and in case I Xl I == I x21 the solu­
tion (36) and the two F R solutions in (39) are convergent 
with restrictions, 

In discussing the behavior of the general solution we 
have now used all distinct solutions derivable from the 
six functions F z, F3, H2, Fp, FQ , and FR with the aid of 
(7), The number of such solutions is 36 and they account 
essentially for the behavior of the general solution 
everywhere in the complex (Xl, x2)-space. 

Table I gives a survey over the set of 36 distinct 
solutions occurring, or referred to, in this section, 

TABLE 1. 

Solutions in Number of distinct Referred to in 
terms of solutions the text 

F2 4 (1) 

F3 4 (12), (31), (36) 

H2 8 (29), (34) 

Fp 8 (30), (33) 

FQ 8 (31), (35), (37), 

FR 4 (22), (32), (39) 

P.O.M. Olsson 

(38) 

1289 



                                                                                                                                    

Note that solutions obtained simply by permuting the 
indices do not occur in the text. There are, e. g., two 
FQ and two F3 functions referred to in (31) but only one 
FR in (32) since this function is symmetric in the 
indices, 

IV. REPRESENTATIONS AND ANALYTIC 
CONTINUATIONS 

In the previous section we showed that the set of 36 
distinct power series solutions derivable from (4), (7), 
and (8) is necessary to cover the whole space. On the 
other hand, there are no additional power series solu­
tions around intersections of singular manifolds except 
for the point (1, 1), for any such series is equal to a lin­
ear combination of solutions in the set and since at most 
one is regular and the others all have different singular 
behavior equality is a contradiction unless the addi­
tional solution is one of the solutions in the set. This 
argument does not hold at (1, 1) since here we have two 
regular solutions. There are then power series, regular 
in the neighborhood of (1,1), which are not in the set. 
Since they are linear combinations of solutions in the 
set they can replace solutions in the set but not de­
crease their number. In this sense the set given is 
complete. 

The various ways in which the solutions may be repre­
sented is extremely large but if a solution is in the set 
it is usually conveniently identified by its behavior at 
singular intersections. We give two examples. From 
the Mellin-Barnes types of integral representations 
of solutions the following solutions may be derived: 

., 
xi" 6 

m,n=O 

and 

(a)m+n(a - C2 + 1)m+n(b1)m(c1 - b1)n 
(C1)m+n(a + b2 - C2 + l)m+nl11! n! 

(40) 

(41) 

The first series converges in a neighborhood of (0, 1) 
and is regular in this neighborhood. There is only one 
solution with this property which is 

and the series is an expansion of this function. The ex­
pansion is form invariant under (26). The second series 
converges in a neighborhood of (co, 1) and has the sin­
gular factor Xi". Again the choice is uniqu~, 

By summing the series (40) over m + nand 11 the 
series may be written in terms of hypergeometric 
polynomials1 s 
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x F (' b . Xl ) 2 1 - n, 11 C1, 1 _ 'x
2 

. (42) 

Introducing a standard integral representation for the 
2F1 function we obtain 

Rec1 "Reb1 > O. (43) 

Further solutions may now be obtained simply by 
replacing the 2F1 function by any solution of the differ­
ential equation associated with the function 
2F1(a,a-c2+1,a+b2-c2+1; z). Such a solution is, 
e.g. , 

which gives 

X'2b2H2(a - b2, b1, h2' b2 - C2 + 1, C1; Xl, - 1/'2) 

= r(C1) X;;b2 (1 tb1-1(1_ t)q-b1-1 
r(b1)r(C1 - b1 ) } 0 

The integral is easily seen to be regular near (0, co) 
and the singular factor is X;;b 2 which suffices to identify 
the solution. 

For xl = 0 and x 2 = co the rhs is a B function which de­
termines the r factor. 

Using the connection19 

2F1(a, h, c; z) 

r(c)r(b - a) -a 
r(b)r(c_a)(-z) 2F1(a,a-c+1,a-b+1; l/z) 

r(c)r(a- b) _b • 
+r(a)r(c-b)(-z) 2F1(b,b-c+1,b-a+l,1/z) 

(45) 

in the integrand in (44) we obtain two solutions identi­
fiable as F2 functions, which gives the connection 

(46) 

which continues analytically the H2 function in the 
neighborhood of (0, 0), This proves that the H2 function, 
formally derived in Sec. I, is actually a solution, 

Solutions may also be obtained by deforming the con-
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tour properly. From 

F 2(a, bi> bz, ci> cz; Xl, X 2) 

= r(Cl) (1 tbl-l(l_ t)Cl-bl-l 
r(bl)r(Cl - bl ) J 0 

x (1 - txl)-a 2Fl (a, b2, c2; 1 :~Xl) dt, 

we obtain 

Fp(a, b2, bl , c2, Cl; X2, Xl) 

=r(a+bl - Cl+l) (~Sbl-l(l+s)Cl-bl-l 
r(a - c,. + l)r(bl ) J 0 

x (1 + SX1)-a 2Fl (a, bz, cz; -1 x 2 ) ds, 
+ SXl 

Rebl > 0, Re(a - Cl + 1) > 0, 

(47) 

(48) 

which is proved by expanding the zFl function in the in­
tegrand. The integrals in the terms are integral repre­
sentations of 2Fl functions. 

Similarly we obtain from (43) a solution 

xiia 1~ Sbl-l(l + S)Cl-bl-l 

( 
Xz - sXl - 1) x 2Fl a,a-c2+1,a+b2-c2+1; x

2 
ds, 

Re(a - Cl - c 2 + 2) > 0, Rebl > 0, Re(a - Cl + 1) > 0. 

With the aid of (45) it may be expressed in two terms 
which are both of type (48). This gives 

r(a)r(a-c2+1) _a r~ bl -l(l+ )Cl-l>l-l 
r(bl )r(a+b2-c2+1)X2 J o S S 

( 
X2-SX1-l) X2F I a,a-c2+1,a+b2-c2+1; X

2 
ds 

XX~-C!Fp(a - Cl + 1, bl - Cl + 1, b2, 2 - CI, C2; Xl, X2) 

=FR(a, bl> b2, CI, C2; Xl, X2). (49) 

The perhaps simplest proof of the last equality is as 
follows: Since 

=Sa fo ~ exp(- S1')r"-l '¥(bl , CI ; Xl1')'¥(b2, C z; Xz1') d1', 

and20 

r(1- c) 
'¥(b, C; z) =r(b _ C + 1) lFl(b, C; z) 

r(c-l) I-c ( 
+ r(b) z lFl b-c+l,2-c;z), 

the rhs splits into two integrals of the type we used in 
defining the Fp function, 

Fp(a, bl , b2, Cl, c2; xl/s, x 2/s) 

1291 

_ r(a+b2-c2+1) a r~ ( ) a-I 
-r(a)r(a-c2+1) S J o exp -S1'1' 
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The r factors will be those in (49). 

Similar ly we derive 

Fp(a, bl> b2, cl , c2; xl> x z) 

r(a+b z-c2+1)r(1-cz) ( 
= r(a _ C

z 
+ l)r(b

z 
_ C

z 
+ 1) F z a, bb bz, Cb Cz; Xl, Xz) 

r(a + bz - Cz + 1)r(c2 - 1) xl-cz 
+ r(a)r(b 2) z 

XFz(a - c2 + 1, bl , bz - c 2 + 1, Cl, 2 - C2; Xl, x z). (50) 

From (47) we obtain, using (45) and integral represen­
tations derived, 

Fz(a, bl , bz, Cb cz; xl> x z) 

which continues an F z function in the neighborhood of 
(0,00). Instead of (45) we may use19 

zFl(a, b, C; z) 

r(c)r(c-a-b) 
=r(c-a)r(c-b) 2Fl(a,b,a+b-c+l; 1-z) 

r(c)r(a+b-c)(l_ )c-a-l> 
+ r(a)r(b) z 

(51) 

x 2Fl (c-a,c-b,c-a-b+l; 1-z) (52) 

which, applied to (43), gives 

Fp(a, bi> b2, Cl, Cz; Xl, Xz) 

r(a + b2 - Cz + 1)r(b2 - a) 
- r(bz)r(b z - Cz + 1) 

X (X2 - l)-aFp (a, bl , Cz - bz, Cl, cz; -1 Xl '~1) 
- X z xz -

+ r(a + b2 - Cz + l)r(a - bz) 
r(a)r(a - c 2 + 1) 

XXiib2H2(a - bz, bl , b2, b2 - c2 + 1, Cl; Xb - l/xz), (53) 

continuing an Fp function in the neighborhood of (0,00). 

Eliminating the Hz function in (51) and (53), we obtain 

Fz(a, bl , b2, Cl, c 2; Xb x 2) 

r(a-c z +l)r(c2) " 
= r (c2 - b2)r (a + b2 - c

2 
+ 1) exp(z1TbzSlpX2) 

XF ( b b ) r(a-cz +l)r(cz) 
p a, 1, 2,Cb CZ; XI ,X2 +r(b

z
)r(a-b

z
+l) 

(54) 

Here Sipx2 means the sign of the imaginary part of 
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Xa' In applications in physics, (54) often leads to two 
complex conjugate terms and only one need be 
calculated, 

The Fp function allows a variety of expansions con­
verging in large domains, For this reason (54) seems 
to be one of the best ways of calculating the Fa function 
numerically. 21 Some care was taken in deriving a suit­
able expansion of the Fp function. The following expan­
sion works well in numerical applicationsaa : 

Fp(a, b1, ba, cl> ca; xl> xa) 

r (a + ba - ca + l)r(cl) x-ba ~ (ba) "(ba + Cl - a). 
r(ba + Cl)r (a - ca + 1) a .-0 (ba + Cl)nn! 

(55) 

The series is absolutely convergent when Re(a - ca + 1) 
> ° and Rexa> 1/2, The expansion can be used for values 
of Xl which are arbitrarily close to the singular point 
Xl = 1 and even at the point provided the function re­
mains finite. The condition for this is Re(cl - b1 + ba - a) 
> 0. The first aFl function in the terms has to be cal­
culated for n = ° and 1 but the following terms are cal­
culated recursively" 

Unfortunately the restricted convergence of (42) limits 
the use of this expansion which otherwise is almost 
ideally suited for numerical calculations, 

Replacing the first aFl functions in the terms of (55) 
by their analytic continuations (52), we obtain two 
solutions 

Fp(a, b1, ba, cl> ca, xl> xa) 

=FpR(a, bl , b2, C1, C2; xl> xa) 

(56) 

where FpR is the part of the function Fp which is regular 
at (1, 1). This solution is an example of a solution which 
is not in the set given but it is a linear combination of 
two solutions in the set, namely (20) and (32). 

In order to compare the expansion of Hahne6 with 
ours we derived the expansion 

r(a + /)a - ca + l)r(cl - b1 + ba - a)r(C1) 
= r(a)r(cl- b1 + ba - ca + l)r(Cl + ba - a) 

x '£ (a - ca + 1)m(bl )m(b2)n (1 _ Xl)rn(1- x
2
)n 

m,n-O (a + b1 - Cl - b2 + l)m m! n! 

x 3F z , 
(

b2 - c2 + 1, Cl - b1 + bz - a - m, Cl - a - n; 1) 
Cl - b1 + b2 - ca + 1, Cl + ba - a 

(57) 

which, after a Thomae transformation of the 3Fa factor, 
is the series used by Hahne. 
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It is likely that the two regular series appearing, if 
the Fa function is continued in the neighborhood of (1,1) 
with the aid of (54) and (57), can be expressed in one 
series. 

The solutions, regular at (1,1), may be identified 
and interconnected with the aid of connections between 
3Fa functions of unit arguments, This is, in general, a 
rather tedious procedure. 

From the expansion (20) similar expansions of the 
Appell and associated functions may be derived using 
(45) or (52). We give a few examples: 

r(a - Cl + l)r (a - ca + 1) i] (1 - c1)n(l - cz)" 
r(a)r(a - Cl - ca + 2) n-O (a - Cl - ca + 2)n! 

Rea:> 0, Rexl < 1/2, Rexa < 1/2, (58) 

r(a + b2 - Cz + l)r(a - Cl + 1) i] (b 2 - c2 + 1ln(1- Cl)n 
r(a)r(a + b2 - Cl - c2 + 2) n-O (a + b2 - Cl - c2 + 2)nn! 

Rea> 0, Rexl < 1/2. 

r(a- Cl- c 2 +2)r(a- Cl + l)r(a- c 2 + 1) 
r (a - b1 - Cz + 2)r (a - b2 - Cl + 2) 

XZF1(-n,a-cz+1,a-bl-Cz+2; 1/"1) 

XZF1(- n, a- c1 + 1, a- bz - Cl + 2; l/xz) , 

(59) 

Rexl :> t, Rex2:> t, Re(cl - 1) :> 0, Re(cz - 1) "0, 

with the Taylor expansion 

(Xl + x2 - l)-a 

= C i] (a - C z + l~m(~ - Cl + l)n (1- xl)m(l _ x
2
)n 

m,n=O m. n. 

(

1- bl - m, 1 - b2 - n, a - Cl - c2 + 2; 1) 
X3 F 2 ' 

a - b1 - Cz + 2, a - b2 - Cl + 2 

(60) 

II-Xli <1, 11-x21 <1, (61) 

where the constant C is the constant in front of (60). 
The proof of (61) is based on three-term connections 
between 3F2 functions and the analytic continuation (49). 
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From (61) the linear independence of (20) and (32) 
follows. 

Finally we present integral representations in terms 
of Appell's hypergeometric function F I , 

Fl(a, bl , bz, C; Xb xz) 

_ t (a)m+n(bl)m(ba),.xix~ 
-m,n=O (c)m<nm.!nl ' 

and Horn's function Gz, 

(63) 

Using the expansion (62) it is easily verified that 

Fp(a, bb bz, Cb Cz; Xl, Xa) 

r(cl) (0
1 

ta-Ca(l_ t)"l-cZ-a-Z 
r(a- c2+ 1)r(cl+c2-a-l) 10 

( 
~+~-1 ~-l)d XFI a,bbCl-bl,a+b2-c2+1;t ,t--_- .f, 

Xa X 2 

Re(cl + Cz - a-I) > 0, Re(a - C2 + 1) > o. (64) 

The function will appear in the form of the series (40). 

Further solutions are obtained simply by replacing 
the Fl function by any solution of the differential equa­
tions associated with the function. The complete set of 
power series solutions of these equations are known 
and may be expressed in terms of 15 Fl and 10 G2 func­
tions. 17 From a table of these solutions17 the following 
representations have been obtained: 

Fp(a, b1 , b2, Cl, C2; Xb xz) 

r(a + bz - Cz + I)r(Cl)r(cl + bz - a) 

=r(bz + Cl)r(a- cz+ l)r(bz - C z + I)(Cl + Cz- a- 1) 

x 11 I-CZ(I_ t)Cl+C2-a-Z 

(65) 

Re(bz - Cz + 1) > 0, Re(a - C 2 + 1) > 0, Re(cl + Cz - a) > 1. 

r(Cz - a)r(b2 - C 2 + 1) 

Xx20z 101 
t02-C2(1_ t)cz-a-l(l_ t/X2t02 

( 
tXl ) XFl bl ,a-b2,b2,Cl; XI, t-x

z 
dt, 

Re(bz - ca + 1) > 0, Re(cz - a) > 0, 

r (bz + Cl - a) x-oz 
r(bz -CZ+l)r(Cl+CZ-a-l) 2 
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X 101 
tOz-<:z (1- t)Cl+cz-a-a(l_ t/xatOz 

XGz(bl,b z, l- cl,a-bz; -Xb xzf_t)df, 

Re(b z - Cz + 1) > 0, Re(cl + Cz - a-I) > 0, 

XibtX20a 

(66) 

xFs(bl , bz, bl - cl + 1, b2 - C2 + 1, bl + bz - a + 1; l/xl, l/xa) 

r (cl + bz - a) ../)1 -02 
= ) Xl X 2 r(b 2-C2+t)r(Cl+C2- a - 1 

x 101 
lZ-C2(1_ tp+cz-a-a(l_ t/X2J-°2 

xFI (bl - CI + 1, bl , ba, bl + b2 - a + 1; ~, -t _t_) dt, 
XI - x 2 

Re(b 2 - c2 + 1) > 0, Re(cl + C z - a-I) > 0, (67) 

FQ(a, bl , b2, ell c2; Xb x 2) 

r(ca+b1 -a) 

= r (b l - Cl + I) r(Cl + C2 - a-I) 

XXiollol tbt -"l(I_ t)cl+cz-a-2 

Re(bl - ci + 1) '> 0, Re(cl + C z - a-I) > 0, (68) 

FpR(a, bl , bz, Cl, Cz; Xl, Xa) 

r(a + bz - Cz + l)r(cl)r(CI- bl + bz - a) 
r(a - Cz+ l)r(b z - C2 + l)r(cl + Cz- a-l)r(bz + Cl- bl ) 

XXi01X202 101 
,02-C Z(1 _ t)C1 +cz-a-2 

X G2 (b ll b2, Cl - bl + bz - a, bl - CI - bz + 1; 

I-xl t-Xa)df 
Xl 'X2 ' 

Re(ba - Cz + 1) -:- 0, Re(cl + C2 - a - I) , 0. (69) 

We conclude by remarking that the system associated 
with the Lauricella function 

has the integral representation 

1 r~ 
=r(a) J 0 exp(- r)J-.a-1 

(70) 

The solutions of the three partial differential equa­
tions associated with the FA function of three variables 
may be derived by substituting the special solutions (8) 
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in (70) which gives ten different types of solutions from 
which a set of 216 distinct solutions is obtained in the 
same manner as we have derived the 36 solutions in 
the case of two variables. Among the 216 solutions, 56 
are nonhypergeometric and there are three types of 
such series. 
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Algebraic solutions to some spin-1 problems 
D. l. Weaver 

Department of Physics, Tufts University, Medford, Massachusetts 02155 
(Received 14 June 1976; revised manuscript received 20 September 1976) 

It is shown how the algebraic difficulties arising in some spin-I problems may be reduced to (almost) 
Pauli matix algebra. 

INTRODUCTION 

Many of the properties of descriptions of spin-t par­
ticles depend upon the algebra of the Pauli spin 
matrices. These are the set of three matrices which 
along with the 2 x 2 identity matrix form a complete 
set of 2 x 2 matrices and which satisfy the anticommuta­
tion relations 

a,a, + ap, = 20" (1) 

with i,j taking on values from 1 to 3 independently. 
Combined with the commutation relations that all spin 
matrices S satisfy 

S,S, - SIS, = iEI'kSk' (2) 

one obtains for 0"= 2S the relations 

(3) 

These relations insure that spin-t equations are, at 
most, linear in the Pauli spin matrices, and that, for 
example, many kinds of unitary transformations may be 
carried out1 to simplify the equations further. 

One easily obtains Eqs. (1) and (3) using a specific 
representation of the Pauli matrices. This procedure 
becomes more cumbersome as the spin increases so it 
is useful to recall how to obtain Eq. (3) [from which 
Eq. (1) may be derived] in a representation independent 
way so that the same procedure may be utilized for 
higher spin. To obtain Eq. (3), one employs the Lorentz 
transformation properties of the symmetric, traceless 
covariantly defined spin tensor2 S"vP'" with 2s indices 
for spin-s, each Greek index ranging from 1 to 4. By 
separately considering pure rotations and pure special 
Lorentz transformations, all the elements of the spin 
tensor may be derived starting from 54 ... 4 which must 
be a multiple of the identity. The results are2 

54"'4 = (i)2S, 

54"'4, == (i)2s.1S/S, 

_ (i)2s-2 
S4"'4'k = S(2s -1) {SPk + SkS, - So,J, 

(4) 

(5) 

(6) 

and so on for the higher elements of the spin tensor. 
The equation that leads to Eq. (3) is found by combining 
the equations for rotations and special Lorentz trans­
formations. The result is 
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(7) 

where N can be any integer from 1 to 2s. To obtain Eq. 
(3) from Eq. (7), one chooses s=i and N=2s =L 
Equation (7) then becomes 

(8) 

In the next section the method is applied to spin-1, 
obtaining the analog of Eq. (3). Many consequences of 
the spin-1 relations are then outlined. 

1. SPIN-1 RELATIONS 

With S = 1 and N = 2, Eq. (7) becomes 

SII,Si =- ti{OJI S4k+ 0Jk 544 +EJIlStk +EmS,,}, (9) 

where 

S44=-1, S4i==iSJ, Sik=S,Sk+SkSJ-OJk' (10) 

The resulting equation is 

S,SJSk +SkSJSI = O'JSk + °JkS, , (11) 

a less well-known set of relations than Eq. (3) but, 
nevertheless, utilized in some discussions of spin-1 
equations. A common example of the application of Eq. 
(11) is the characteristic equation for spin-1 matrices 
(S • e)3 = S' e where e is a particular direction. Other 
examples of applying Eq. (11) are SlS2S1 = 0 and SlS2Sa 
+ S3S2S1 = 0, etc. 

A particularly useful set of algebraic relation arises 
when one defines the set of matrices 

~1 =Si - sL ~2 =SlS2 +S2 S1, ~a =S3' (12) 

Their algebra is [using Eq. (11) extensively] 

~i==~~==~~==sL (13) 

~1~J+~J~I==20/JS~, (14) 

~'~J-~/~,=2iE'lk~k' (15) 

which combine to give 

~,~ 1== 011 S~ + iE'Jk~k' (16) 

exactly the same as the Pauli spin matrix algebra 
[Eq. (3)]. 

Several examples are given below of the appearance 
of the ~, matrices in spin-l Hamiltonians and other 
operators and the subsequent utilization of Eq. (16) to 
find energy eigenvalues. 
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A. Electric quadrupole moment Hamiltonian for spin-1 3 

A spin-l nucleus in a particular energy level and in an 
external electrostatic field gradient has the interaction 
Hamiltonian 

H INT =- ~q (¥x:-) {SiSJ +SJSi}, (17) 

where q is the charge and Q is the size of the quadrupole 
moment. Since the external electric field E satisfies 
V x E = V • E = 0 at the nucleus, the field gradient tensor 
is symmetric and traceless, and it may, therefore, be 
chosen in principal axes to have the diagonal form 
- qe/2 diag(1) -1, -1) -1, 2), other elements being zero. 
Here e and 1) specify the size and orientation of the field 
gradient. The result for HINT is 

q2eQ 
HINT = -4- {3S~ - 2 + 7j~I}' (18) 

From Eq. (16), one notes that ~ commutes with ~I so 
one may utilize the algebra of the ~I to perform "rota­
tions" on E .@. For Eq. (18), the sensible operation is 
to "rotate" from the first to the third axis, replacing 
~1 with ~3 which may be chosen to be diagonal. Such a 
"rotation" does not affect the other terms in HINT' 

consequently it is diagonalized by this operation. The 
results are 

where 

U =:: exp[ (Sa2:1/2N) 0] ::: cosO /2 + S~l sinO /2 

with lfl -= - (S3~1)2 = Si and 0 =:: 11/2. 
Also if there is a magnetic dipole interaction 

(19) 

(20) 

(- qB/2m) S3 (with mass m and constant magnetic field 
B) in addition to the quadrupole interaction, a similar 
unitary transformation of HINT yields 

HiNT =:: q2:Q {3si _ 2 } + [(i!) 2 + (q2~Qrj) 2 S~J 1/2 S3, 

(21) 

again diagonal. 
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B. Asymmetrical rotor for spin-1 

The most general Hamiltonian for a spin-l asym­
metrical rotor, including centrifugal distortion terms 
with arbitrary strength is4 

HAR = a + bSa + eSi + dS~ + eS~ + fS1S2 + gS2S1 (22) 

with the coefficients restricted so that HAR is 
Hermitian. In terms of the ~I' the following identities 
hold: 

s~ =:: 1 - SV2 + t2:1, 5tSz = i~2 + iiS3, 

5~ = 1- 55!2 - i~t, 5251 =:: i~2 - iiS3, 

so that HAR may be written 

HAR =::a' + b' S 3 + e'~1 +d'~2 + e'55. 

Defining the operator 

V = exp[(S3/2N){c'~1 + d'~2} 0) 

(23) 

(24) 

(25) 

with NZ = - [S3{cl~1 + d'Z;2})2 ={c'z + d'Z}S~ one may per­
form the following unitary transformation on HA.R: 

Hh =:: UHARut =::a' +e'S5 + {cosO 

+ ; (e'Z;t + d'Z;z) sinO}{b'S3 + e'Z;1 + d'~2}' (26) 

To simplify H~ and to exploit Eq. (16) for this prob­
lem, one chooses 0 so that the coefficients of Z;1 and Z;z 
vanish. This interesting case occurs when 

tanO =N/b' 

with H~ then taking the diagonal form 

H~ == a' + e'S~ + (biZ + e 'z + d'2)tIZS3 

(27) 

(28) 

which, of course, agrees with standard matrix diagonal­
ization techniques applied to the same problem. 5 

lSee , for example, D. L. Weaver, Phys. Rev. D 12, 2325 
(1975). 

2See , for example, T.J. Nelson and R.H. Good, Jr., J. 
Math. Phys. 11, 1355 (1970). 

3A. Abragam, The Principles of Nuclear Magnetism (Oxford 
U. P., New York, 1961), p. 166. 

4J.K.G. Watson, J. Chern. Phys. 46, 1935 (1967). 
5Ref. 4 does not take into account for spin-1 the simplification 
of the Hamiltonian resulting from Eq. 11. 
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ERRATA 

Erratum: One-component plasma in 2 + E dimensions 
[J. Math. Phys. 17, 1404 (1976)] 

C. Deutsch 

Laboratoire de Physique des Plasmas, Universite Paris XI, 91405-0rsay, France 
(Received 3 March 1977) 

Eq. (1.1): First line in the rhs: (1.1- 2t1 IrI 2-
v

, 1.1*2. 

Eq. (I. 2): rhs: - Srov(r). 

Eq. (1. 7): rhs: S/k2• 

Eq. (II. 1): cp<V) (v) =r-E• 

Eq. (II. 4): Second line becomes Sv5'r_I(~) '/2 ••• ; 

third line becomes";' . 
r 

Eq. (II. 5): sign deleted in front of second and third lines. 

1 
Eq. (II. 7): rhs should read: YIET72' 

Below Eq. (Ill. 7): V(k)=- IE I (3e 2Svk-2
• 

" V(k)kV
-

1 

Eq. (Ill. 8): third lme: •. '1 _ PV(k); 

. 2 kBT 
fourth hne: AD=S 21 I' 

vpe E 

Eq. (Ill. 9): C3(r) is divided by r; 

Cj(r) is multiplied by AD' 
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Eq. (III. 17): lhs is Gi:~~1 ~:i', :~2). 

Eq. (IlL 23): inlastline,f1,/2(U)+-. 

(
2)1/2 . 

Below Eq. (III. 24): 11 !2 (x) = TTX smhx. 

Eq. (Ill. 31): rhs should read exp(-A.!(Er&», E> O. 

() .. (1 -A,r(l - E 2») 
Eq. IV.3: last hne is p 2 +'lIr(1 + € 2) • 

Eq. (IV. 7): last term in rhs is 21IE+~ ••••• 

Eq. (IV. 8): last term in rhs is - IE I •••. 

Eq. (IV. 9): second line: exp(iko rI J)' 

Copyright © 1977 American Institute of Physics 1297 


	JMP, Volume 18, Issue 06, Page 1141
	JMP, Volume 18, Issue 06, Page 1149
	JMP, Volume 18, Issue 06, Page 1154
	JMP, Volume 18, Issue 06, Page 1162
	JMP, Volume 18, Issue 06, Page 1178
	JMP, Volume 18, Issue 06, Page 1188
	JMP, Volume 18, Issue 06, Page 1191
	JMP, Volume 18, Issue 06, Page 1200
	JMP, Volume 18, Issue 06, Page 1206
	JMP, Volume 18, Issue 06, Page 1210
	JMP, Volume 18, Issue 06, Page 1212
	JMP, Volume 18, Issue 06, Page 1216
	JMP, Volume 18, Issue 06, Page 1224
	JMP, Volume 18, Issue 06, Page 1235
	JMP, Volume 18, Issue 06, Page 1241
	JMP, Volume 18, Issue 06, Page 1256
	JMP, Volume 18, Issue 06, Page 1259
	JMP, Volume 18, Issue 06, Page 1264
	JMP, Volume 18, Issue 06, Page 1267
	JMP, Volume 18, Issue 06, Page 1275
	JMP, Volume 18, Issue 06, Page 1277
	JMP, Volume 18, Issue 06, Page 1280
	JMP, Volume 18, Issue 06, Page 1285
	JMP, Volume 18, Issue 06, Page 1295
	JMP, Volume 18, Issue 06, Page 1297

